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Abstract
One of the core promises of blockchain technology is that of enabling trustworthy data dis-

semination in a trustless environment. What current blockchain systems deliver, however,

is slow dissemination of public data, rendering blockchain technology unusable in settings

where latency, transaction capacity or data confidentiality is important. In this thesis, we focus

on providing solutions on two of the most pressing problems blockchain technology currently

faces: scalability and data confidentiality.

To address the scalability issue, we present OMNILEDGER, a novel scale-out distributed ledger

that preserves long-term security under permissionless operation. It ensures security and cor-

rectness by using a bias-resistant public-randomness protocol for choosing large, statistically

representative shards that process transactions, and by introducing an efficient cross-shard

commit protocol that atomically handles transactions affecting multiple shards.

To enable the secure sharing of confidential data we present CALYPSO, the first fully decen-

tralized auditable access-control framework for secure blockchain-based data sharing which

builds upon two abstractions. First, on-chain secrets enable collective management of (verifi-

ably shared) secrets under a Byzantine adversary where an access-control blockchain enforces

user-specific access rules and a secret-management cothority administers encrypted data.

Second, skipchain-based identity and access management enables efficient administration

of dynamic, sovereign identities and access policies and, in particular, permits clients to

maintain long-term relationships with respect to the evolving user identities thanks to the

trust-delegating forward links of skipchains.

In order to build OMNILEDGER and CALYPSO, we first build a set of tools for efficient decen-

tralization, which are presented in Part II of this dissertation. These tools can be used in

decentralized and distributed systems to achieve (1) scalable consensus (BYZCOIN), (2) bias-

resistant distributed randomness creations (RANDHOUND), and (3) relationship-keeping

between independently updating communication endpoints (SKIPPER). Although we use

these tools in the scope of this thesis, they can be (and already have been) used in a far wider

scope.

Keywords: Blockchain, Scalability, Privacy, Scale-Out, Secure permissionless Distributed

Ledger, Consensus, Atomic Commit, Confidentiality, Decentralization.
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Résumé
L’une des principales promesses de la technologie blockchain est de permettre la diffusion de

données de confiance dans un environnement sans confiance. Cependant, les systèmes de

blockchain actuels fournissent une diffusion lente des données publiques, rendant la tech-

nologie inutilisable dans les environnements où la latence, la capacité de transaction, où la

confidentialité des données sont d’une importance primordiale. Dans cette thèse, nous nous

concentrons sur deux problèmes que la technologie blockchain rencontre actuellement : le

déploiement à grande échelle et la confidentialité des données.

Pour permettre le déploiement à grande échelle de la blockchain, nous presentons une nou-

velle, scale-out, blockchain, qui guarantie la sécurité à long terme dans un environnement

libre et ouvert. OMNILEDGER assure la sécurité et l’integrité des données en utilisant deux

mechanismes complementaires. Le premier est un protocole generant des nombres aléatoires

et qui est resistant a la manipulation en utilisant de grandes partition de l’ensemble des

participants représentatifs sur le plan statistique. Le deuxieme est un protocole efficace de

validation des données entre partitions qui gère atomiquement les transactions affectant

plusieurs partitions.

Pour permettre le partage sécurisé de données confidentielles, nous présentons CALYPSO,

le premier système de contrôle d’accès entièrement décentralisé et vérifiable pour le par-

tage sécurisé de données basé sur une blockchain. CALYPSO repose sur deux abstractions :

Tout d’abord, on-chain secrets permet la gestion collective de secrets (partagés de manière

vérifiable), dans un environnement byzantin. Dans cet environnement, nous utilisons une

blockchain de gestion d’accès qui applique des règles d’accès spécifiques aux utilisateurs

qui souhaitent acceder aux données stockées, et une autorité de gestion de secret qui admi-

nistre des données cryptées. Deuxièmement, skipchain-based identity and access management

permet d’administrer efficacement un systeme d’identités dynamiques et souveraines et les

politiques d’accès aux données. skipchain-based identity and access management permet no-

tamment aux clients de maintenir des relations à long terme en ce qui concerne l’identité des

utilisateurs en constante évolution, grâce à la délégation de confiance en utilisant les liens en

avance des skipchains. skipchain-based identity and access management permet notamment

d’imposer des droits d’accès et de délégations sur des identités dont l’évolution est gérée grâce

aux liens cryptographiques présents dans la skipchain.

Afin de construire OMNILEDGER et CALYPSO, nous avons d’abord créé un ensemble d’outils

présentés dans la deuxième partie de cette thèse permettant de developper des systemes

decentralisés éfficaces à grande échelle. Nous utilisons ensuite ces outils pour réaliser (1)
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un protocole de consensus à grande échelle (BYZCOIN), (2) une protocole de generation de

nombres aléatoires publiquement verifiable, et résistant aux manipulations (RANDHOUND),

et (3) un protocole maintien des relations entre les systèmes de mise à jour de manière indé-

pendante (SKIPPER). Bien que nous utilisions ces outils dans le cadre de la blockchain pour

cette thèse, ils peuvent être (et ont déjà été) utilisés dans d’autres cadres.

Mots-clés : Blockchain, Confidentialité, Registre Distribué en mode “sans permission”, Consen-

sus, Atomic Commit, Décentralisation.
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1 Introduction

1.1 Motivation

Blockchain technology has emerged a decade ago with Bitcoin [191], an open, self-regulating

cryptocurrency build on top of the idea of decentralization. A blockchain can be defined

as an append-only distributed log that stores an ordered set of log-entries, also known as

transactions. Transactions are grouped into batches or blocks that form a cryptographic hash-

chain, hence the name blockchain. These transactions typically encode valid updates to the

state of the blockchain. Given that (i) a blockchain is an ordered set of transactions, (ii) these

transactions cause the state to change, and (iii) the state is stored among a distributes set

of servers, we can say that blockchains are concrete implementations of the state-machine

replication abstraction [220].

The most widely adopted blockchain application is cryptocurrencies that provide an alter-

native to fiat currencies and traditional banking and promise to become the infrastructure

for a new generation of Internet interactions, including anonymous online payments [218],

remittance [239], and transacting of digital assets [11]. Currently, there are thousands of cryp-

tocurrencies with a market capitalization exceeding $260B. Blockchain technology, however,

has outgrown the initial application of cryptocurrencies and is currently promising to disrupt

whole industries such as finance [251], insurance [239], healthcare [170], logistics [239], and

governments [203]. Claims that are backed by more than $15B of funding.

This “hype” and abundance of funding, has lead to a frenzy of “white” papers (i.e., non-

peer-reviewed design documents for blockchain start-ups) claiming to have a solution for

almost any problem humanity has, but usually ignoring most prior work. Although blockchain

technology made decentralization mainstream, the idea of decentralization existed decades

before. The decentralization concept was already part of how the Internet was supposed to

function and it was concretely introduced by David Chaum in 1981 [57] in order to propose

an alternative to centralized systems that inherently have single points of failure or com-

promise. In this thesis we also go back in time, before the inception of Bitcoin and study

decentralized systems such as Practical Byzantine Fault Tolerance (PBFT) [55], threshold
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cryptosystems [110, 135, 222, 227, 229], and multi-signatures [221, 39] in order to use them as

fundamental building blocks to providing solutions for two of the most pressing problems of

the blockchain ecosystem [42]: scalability and data privacy.

1.1.1 The Scalability Challenge

Currently, all open blockchain consensus protocols deployed have two challenging limitations

as far as scalability is concerned: confirmation latency and transaction throughput. First,

the core consensus used in open blockchains requires synchronous communication [199] to

guarantee persistence of the blocks. As a result, clients may need to wait up to 60 minutes [191],

before accepting a transaction as valid, in order to be confident that they have the same view

as the rest of the network.

Second, every fully participating node in the network must process every transaction in order

for the system to be really decentralized. There should be no central party that guarantees the

security (and more specifically the consistency) of the blockchain, and instead every single

participating node is responsible for securing the system. In principle, this means that every

single participating node needs to see, process, and store a copy of every transaction and of

the entire state. As a result, the throughput of Bitcoin is limited to 7 transactions per second,

3-4 orders of magnitude lower than traditional payment networks such as VISA.

1.1.2 The Data Privacy Challenge

The second major challenge this thesis studies stems from non cryptocurrency-based blockchain

applications in sectors such as finance [251], (personalized) healthcare [170], insurance [239]

or e-democracy [203]. These applications regularly tend to assume shared access to sensitive

data between independent, mutually distrustful parties. However, current blockchains fail to

manage confidential data securely and efficiently on-chain.

Most blockchain systems ignore this problem [253, 139] whereas others implement naive

solutions such as encrypting the information with the public keys of the intended recipients

and publishing the ciphertexts on Bitcoin [109]. The problem here is that once these cipher-

texts are public the application no longer has control over who can access them and when,

because the access control is enforced statically during encryption. To prevent these issues,

many systems [138, 256, 15] fall back to semi-centralized solutions that record access requests,

permissions, and hashes of the data on-chain, but manage the secret data off-chain keeping

the encryptions and the decryption keys in a centralized or distributed storage. This approach

makes the storage provider a single point of failure, as it can deny access, even for legitimate

requests, or decrypt the confidential data using the untrusted keys undetected.
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1.2 Contributions and Publications

This thesis addresses the two challenges above by first building the necessary tools for efficient

decentralization and then proposing scalable and private blockchains both in the permission-

less setting, where the set of participants is unknown and in the permissioned setting, where

the set of participants is well-defined.

More specifically, the contributions of this thesis are the following:

• We introduce BYZCOIN, the first open (permissionless) blockchain system that provides

non-probabilistic consensus by forming rolling Proof-of-Work committees that main-

tain a Bitcoin-like blockchain. As part of BYZCOIN, we design a strongly-consistent

consensus algorithms that can be run efficiently by hundreds of servers and provides

high throughput and low confirmation latency.

• We show how to generate bias-resistant distributed randomness in a large scale by

leveraging our scalable consensus and verifiable secret sharing. The core idea is to

collect randomness from many highly-available, but not always honest clusters of

nodes and combine it to one randomness output. Given that at least one cluster is

collectively honest, we can guarantee that the combined randomness is unpredictable

and unbiasable.

• We introduce skipchains, a doubly-linked blockchain that can be used to track long-term

relationships in decentralized and distributed systems. The core idea behind skipchains

is that of forward links. Forward links are generated by an authoritative committee

that manages some service by signing the membership of succeeding committees. This

forward link effectively delegates trust from the authoritative committee to its successor

and enables clients to securely and efficiently obtain authoritative data without always

needing to be online.

• We combine the three tools of decentralization mentioned above (i.e., consensus, ran-

domness, and relationship-tracking) to introduce OMNILEDGER, the first fully decen-

tralized and long-term secure sharded blockchain. The core idea behind OMNILEDGER

is to let participants validate only a subset of the transactions, while still having all

transactions validated by a big enough set of validators to prevent inconsistencies. As a

result, validation can be done in parallel and the system scales out, meaning that the

more popular the system becomes the higher the throughput it can provide.

• We design CALYPSO, an extension that enables confidential data sharing over pro-

grammable blockchains. More specifically, we enable a writer to shares confidential

data with a set of readers (e.g., a company) and guarantee that if any reader accesses

the data, the writer will hold proof-of-access (i.e., forensics) and that if a reader has the

right to access the data, then the data will be delivered upon request. Furthermore, we

enable the dynamic evolution of the readers’ identities and of the data access-policies

with the deployment of skipchains for sovereign, decentralized identity management.
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• Finally, we study the same problems of horizontal scalability (scale-out) and confidential

data sharing in the permissioned setting where weaker trust assumptions enable us to

design simpler protocols. We map this new design on top of HyperLedger Fabric [10],

the most widely used permissioned blockchain until the moment of writing.

Most of the work presented in this thesis is based on the following co-authored publications:

• Eleftherios Kokoris-Kogias, Philipp Jovanovic, Nicolas Gailly, Ismail Khoffi, Linus Gasser,

and Bryan Ford. “Enhancing Bitcoin Security and Performance with Strong Consistency

via Collective Signing”.

In the 25th USENIX Security Symposium, 2016

• Eleftherios Kokoris-Kogias, Linus Gasser, Ismail Khoffi, Philipp Jovanovic, Nicolas Gailly,

and Bryan Ford. “Managing Identities Using Blockchains and CoSi”.

In Hot Topics in Privacy Enhancing Technologies (HotPETs), 2016

• Ewa Syta, Philipp Jovanovic, Eleftherios Kokoris-Kogias, Nicolas Gailly, Linus Gasser,

Ismail Khoffi, Michael J. Fischer, and Bryan Ford. “Scalable Bias-Resistant Distributed

Randomness”.

In the 38th IEEE Symposium on Security and Privacy, 2017

• Bryan Ford, Linus Gasser, Eleftherios Kokoris Kogias, Philipp Jovanovic “Cryptograph-

ically Verifiable Data Structure Having Multi-Hop Forward and Backwards Links and

Associated Systems and Methods”.

US Patent App. 15/618,653, 20181

• Eleftherios Kokoris-Kogias, Philipp Jovanovic, Linus Gasser, Nicolas Gailly, Ewa Syta and

Bryan Ford. “OmniLedger: A Secure, Scale-Out, Decentralized Ledger via Sharding”.

In the 39th IEEE Symposium on Security and Privacy, 2018

• Eleftherios Kokoris-Kogias, Enis Ceyhun Alp, Sandra Deepthy Siby, Nicolas Gailly, Linus

Gasser, Philipp Jovanovic, Ewa Syta, and Bryan Ford. “CALYPSO: Auditable Sharing of

Private Data over Blockchains.”

Under Submission

• Elli Androulaki, Christian Cachin, Angelo De Caro, and Eleftherios Kokoris-Kogias.

“Channels: Horizontal Scaling and Confidentiality on Permissioned Blockchains”.

In the 23rd European Symposium on Research in Computer Security, 2018

1.3 Organization and Structure

This thesis is organized into four parts and ten chapters.

1The paper “CHAINIAC: Proactive Software-Update Transparency via Collectively Signed Skipchains and Verified
Builds” [195] used skipchains as part of general software update framework and is not part of this thesis.
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1.3. Organization and Structure

Chapter 2 introduces the systems we use as building blocks for this thesis. First, we cover

committee-based (or quorum-based) agreement protocols necessary for building our scalable

consensus algorithm. Then we introduce Bitcoin and one of its improvements, Bitcoin-NG,

that define the problem and the environment we set this thesis. Finally, we introduce threshold

cryptosystems, that help remove single points of failure or compromise from the systems we

build and enable full decentralization.

Chapter 3 commences the second part, where we introduce our constructions that enable

efficient and secure decentralization. More specifically, in this chapter, we built a scalable

consensus in an open and adversarial environment and show that it provides a faster and

more secure alternative to Bitcoin, albeit under a different but realistic adversarial model.

Chapter 4 describes our second tool; randomness. More specifically, we show how hard it can

be to build a fully-decentralized randomness beacon whose randomness is unpredictable and

unbiasable. Then we provide two different implementations of such a randomness beacon

who scale to hundreds of participating servers.

Chapter 5 provides the last tool necessary to build our fully decentralized solutions, Skipchains.

With skipchains, we enable clients to maintain long-term relationships with dynamically

changing sets of servers (who provide some service) without the need to trust a third-party for

indirection.

Part 3 of this dissertation describes three different systems that solve the two challenges

described earlier.

First, in Chapter 6, we see OMNILEDGER. OMNILEDGER is the first horizontally scalable, secure

and fully decentralized blockchain system. We achieve this by leveraging the tools of Part 2

and combining them with a 20-year old idea from database systems: sharding.

Then, in Chapter 7, we switch gears and focus on the data privacy challenge. We tackle this

challenge by using threshold secret sharing in order to create a highly available vault for

storing encryption keys, which can be coupled with blockchain systems in order to provide

fully decentralized access-control on confidential data.

Finally, in Chapter 8, we look into the above problem from the angle of permissioned blockchains

and formalize an asset management application, which concurrently scales horizontally and

provides confidentiality among the different state-spaces of the full system.

The last part of this thesis surveys the related work in Chapter 9 and provides concluding

remarks and directions for future work in Chapter 10.
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2 Background

2.1 Committee-based Agreement Protocols

2.1.1 Scalable Agreement via Collective Signing

CoSi [243] is a protocol for scalable collective signing, which enables an authority or leader

to request that statements be publicly validated and (co-)signed by a decentralized group of

witnesses. Each protocol run yields a collective signature having size and verification cost

comparable to an individual signature, but which compactly attests that both the leader and

its (perhaps many) witnesses observed and agreed to sign the statement.

To achieve scalability, CoSi combines Schnorr multi-signatures [221] with communication

trees that are long used in multicast protocols [54]. Initially, the protocol assumes that signa-

ture verifiers know the public keys of the leader and those of its witnesses, all of which combine

to form a well-known aggregate public key. For each message to be collectively signed, the

leader then initiates a CoSi four-phase protocol round that requires two round-trips over the

communication tree between the leader and its witnesses:

1. Announcement: The leader broadcasts an announcement of a new round down the

communication tree. The announcement can optionally include the message M to be

signed, otherwise M is sent in phase three.

2. Commitment: Each node picks a random secret and uses it to compute a Schnorr com-

mitment. In a bottom-up process, each node obtains an aggregate Schnorr commitment

from its immediate children, combines those with its own commitment, and passes a

further-aggregated commitment up the tree.

3. Challenge: The leader computes a collective Schnorr challenge using a cryptographic

hash function and broadcasts it down the communication tree, along with the message

M to sign, if the latter has not already been sent in phase one.
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Chapter 2. Background

Figure 2.1 – CoSi protocol architecture

4. Response: Using the collective challenge, all nodes compute an aggregate response in a

bottom-up fashion that mirrors the commitment phase.

The result of this four-phase protocol is the production of a standard Schnorr signature

that requires about 64 bytes, using the Ed25519 elliptic curve [27], and that anyone can

verify against the aggregate public key nearly as efficiently as the verification of an individual

signature. Practical caveats apply if some witnesses are offline during the collective signing

process: in this case, the CoSi protocol may proceed, but the resulting signature grows to

include metadata verifiably documenting which witnesses did and did not co-sign. We refer

to the CoSi paper for details [243]. Drijvers et al. [85] has shown a subtle attack on the Schnorr

version of CoSi and for this reason we suggest the use of BLS [39] signatures instead.

2.1.2 Practical Byzantine Fault Tolerance

The Byzantine Generals’ Problem [162, 200] refers to the situation where the malfunctioning

of one or several components of a distributed system prevents the latter from reaching an

agreement. Pease et al. [200] show that 3 f +1 participants are necessary to be able to tolerate f

faults and still reach consensus. The Practical Byzantine Fault Tolerance (PBFT) algorithm [55]

was the first efficient solution to the Byzantine Generals’ Problem that works in weakly syn-

chronous environments such as the Internet. PBFT offers both safety and liveness provided

that the above bound applies, i.e., that at most f faults among 3 f +1 participants, hold.

PBFT triggered a surge of research on Byzantine state-machine replication algorithms with

various optimizations and trade-offs [1, 154]. Every round of PBFT has three distinct phases

as illustrated in Figure 2.2. In the first, pre-prepare phase, the current primary node or leader

announces the next record that the system should agree upon. On receiving this pre-prepare,
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Figure 2.2 – PBFT Communication Pattern. D is the client and Ri are replicas

every node validates the correctness of the proposal and multicasts a prepare message to the

group. The nodes wait until they collect a quorum of (2 f +1) prepare messages and publish

this observation with a commit message. Finally, they wait for a quorum of (2 f +1) commit

messages to make sure that enough nodes have recorded the decision.

PBFT relies upon a correct leader to begin each round and proceeds if a two-thirds quorum

exists; consequently, the leader is an attack target. For this reason, PBFT has a view-change

protocol that ensures liveness in the face of a faulty leader. All nodes monitor the leader’s

actions and if they detect either malicious behavior or a lack of progress, initiate a view-change.

Each node independently announces its desire to change leaders and stops validating the

leader’s actions. If a quorum of (2 f +1) nodes decides that the leader is faulty, then the next

leader in a well-known schedule takes over.

PBFT has its limitations, which make it unsuitable for permissionless blockchains. First, it

assumes a fixed, well-defined group of replicas, thus contradicting Bitcoin’s basic principle of

being decentralized and open for anyone to participate. Second, each PBFT replica normally

communicates directly with every other replica during each consensus round, resulting in

O(n2) communication complexity: This is acceptable when n is typically 4 or not much more,

but becomes impractical if n represents hundreds or thousands of Bitcoin nodes. Third,

after submitting a transaction to a PBFT service, a client must communicate with a super-

majority of the replicas in order to confirm the transaction has been committed and to learn

its outcome, making secure transaction verification unscalable.

2.2 Blockchain Systems

2.2.1 Bitcoin

At the core of Bitcoin [191] rests the so-called blockchain, a public, append-only database

maintained by miners and serving as a global ledger of all transactions ever issued. Transac-
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Chapter 2. Background

Figure 2.3 – Bitcoin’s Blockchain network data

tions are bundled into blocks and validated by a proof-of-work. A valid Proof-of-Work block

is one whose cryptographic hash has d leading zero bits, where the difficulty parameter d is

adjusted periodically such that new blocks are mined about every ten minutes on average.

Each block in a blockchain includes a Merkle tree [179] of new transactions to be committed,

and a cryptographic hash chaining to the last valid block, thereby forming the blockchain.

Upon successfully forming a new block with a valid proof-of-work, a miner broadcasts the

new block to the rest of the miners, who (when behaving properly) accept the new block

if it extends a valid chain strictly longer than any other chain they have already seen. An

illustration of Bitcoin’s blockchain data model can be seen in Figure 2.3.

Bitcoin’s decentralized consensus and security derive from an assumption that a majority of

the miners, measured in terms of hash power or ability to solve hash-based proof-of-work

puzzles, follows these rules and always attempts to extend the longest existing chain. As soon

as a set of miners controlling the majority of the network’s hash power approves a given block

by mining on top of it, the block remains embedded in any future chain [191]. Bitcoin’s security

is guaranteed by the fact that this majority will be extending the legitimate chain faster than

any corrupt minority that might try to rewrite history or double-spend currency. However,

Bitcoin’s consistency guarantee is only probabilistic and synchrony dependent, which leads to

two fundamental problems.

First, multiple miners might find distinct blocks with the same parent before the network has

reached consensus. Such a conflict is called a fork, an inconsistency that is temporarily allowed

until one of the chains is extended yet again. Subsequently, all well-behaved miners on the

shorter chain(s) switch to the new longest one. All transactions appearing only in the rejected

block(s) are invalid and must be resubmitted for inclusion into the winning blockchain. This

means that Bitcoin clients who want high certainty that a transaction persists (e.g., that they
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Figure 2.4 – Bitcoin-NG’s Blockchain. Slow keyblocks include the keys of the miners who
produce fast microblocks that include transactions

have irrevocably received a payment) must wait not only for the next block but for several

blocks thereafter, thus increasing the transaction latency. As a rule of thumb [191], a block

is considered as permanently added to the blockchain after about 6 new blocks have been

mined on top of it, for a confirmation latency of 60 minutes on average.

Second, the Bitcoin block size is currently limited to 1 MB. This limitation in turn results in

an upper bound on the number of transactions per second (TPS) the Bitcoin network can

handle, estimated to be an average of 7 TPS. For comparison, Paypal handles 500 TPS and

VISA even 4000 TPS. An obvious solution to enlarge Bitcoin’s throughput is to increase the

size of its blocks. Unfortunately, this solution also increases the probability of forks due to

higher propagation delays and the risk of double-spending attacks [112]. Bitcoin’s liveness and

security properties depend on forks being relatively rare. Otherwise, the miners would spend

much of their effort trying to resolve multiple forks [113], or in the extreme case, completely

centralize Bitcoin [95]

2.2.2 Bitcoin-NG

Bitcoin-NG [95] makes the important observation that Bitcoin blocks serve two different

purposes: (1) election of a leader who decides how to resolve potential inconsistencies, and (2)

verification of transactions. Due to this observation, Bitcoin-NG proposes two different block

types (see Figure 2.4): Keyblocks are generated through mining with proof-of-work and are

used to securely elect leaders, at a moderate frequency, such as every 10 minutes as in Bitcoin.

Microblocks contain transactions, require no proof-of-work, and are generated and signed by

the elected leader. This separation enables Bitcoin-NG to process many microblocks between

the mining of two keyblocks, enabling transaction throughput to increase.

Bitcoin-NG, however, retains many drawbacks of Bitcoin’s consistency model. Temporary

forks due to near-simultaneous keyblock mining, or deliberately introduced by selfish or

malicious miners, can still throw the system into an inconsistent state for 10 minutes or more.

Further, within any 10-minute window, the current leader could still intentionally fork or

rewrite history and invalidate transactions. If a client does not wait several tens of minutes

(as in Bitcoin) for transaction confirmation, he is vulnerable to double-spend attacks by the

current leader or by another miner who forks the blockchain. Although Bitcoin-NG includes

disincentives for such behavior, these disincentives amount at most to the “mining value” of
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the keyblock (coinbase rewards and transaction fees): Thus, leaders are both able and have

incentives to double-spend on higher-value transactions.

Consequently, although Bitcoin-NG permits higher transaction throughput, it does not solve

Bitcoin’s consistency weaknesses. Nevertheless, Bitcoin-NG’s decoupling of keyblocks from

microblocks is an important idea that we build on in Chapter 3 to support high-throughput

and low-latency transactions in BYZCOIN.

2.3 Threshold Cryptosystems

2.3.1 Secret Sharing

The notion of secret sharing was introduced independently by Blakely [33] and Shamir [227]

in 1979. An (t ,n)-secret sharing scheme, with 1 ≤ t ≤ n, enables a dealer to share a secret a

among n trustees such that any subset of t honest trustees can reconstruct a whereas smaller

subsets cannot. This means in other words that the sharing scheme can withstand up to t −1

malicious participants.

In the case of Shamir’s scheme, the dealer evaluates a degree t −1 polynomial s at positions

i > 0 and each share s(i ) is handed out to a trustee. The important observation here is that

only if a threshold of t honest trustees works together then the shared secret a = s(0) can be

recovered (through polynomial interpolation).

2.3.2 Verifiable Secret Sharing

The downside of these simple secret sharing schemes is that they assume an honest dealer

which might not be realistic in some scenarios. Verifiable secret sharing (VSS) [59, 99] adds

verifiability to those simple schemes and thus enables trustees to verify if shares distributed

by a dealer are consistent, that is, if any subset of a certain threshold of shares reconstructs

the same secret. VSS has a wide range of applications such as distributed key generation,

threshold signatures, and threshold encryption schemes. We describe these schemes below

and use them at multiple protocols of this thesis. For all the systems below we assume the

existence of a cyclic group G of prime order p and of a generator G of G .

2.3.3 Threshold Signing

TSS [235] is a distributed (t ,n)-threshold Schnorr signature scheme. TSS allows any subset of t

signers to produce a valid signature. During setup, all n trustees use VSS to create a long-term

shared secret key x and a public key X = Gx . To sign a statement S, the n trustees first use

VSS to create a short-term shared secret v and a commitment V = Gv and then compute

the challenge c = H(V ∥ S). Afterwards, each trustee i uses his shares vi and xi of v and

x, respectively, to create a partial response ri = vi − cxi . Finally, when t out of n trustees
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collaborate they can reconstruct the response r through Lagrange interpolation. The tuple

(c,r ) forms a regular Schnorr signature on S, which can be verified against the public key X .

2.3.4 Distributed Key Generation

A Distributed Key Generation (DKG) protocol removes the dependency on a trusted dealer

from the secret sharing scheme by having every trustee run a secret sharing round. In essence,

a (n, t ) DKG [141] protocol allows a set of n servers to produce a secret whose shares are spread

over the nodes such that any subset of servers of size greater than t can reveal or use the

shared secret, while smaller subsets do not have any knowledge about the secret. Pedersen

has offered the first DKG scheme [201] based upon the regular discrete logarithm problem

without any trusted party.

We provide here a summery of how Pedersen DKG works. We assume the existence of n servers

participating in the DKG and each of them is in possession of a private-public key pair. The

list of public keys is publicly known. The Pedersen DKG assume the existence of a private

channel between any pairs of participants and a broadcast channel available to all participants.

Furthermore, this DKG scheme works in a synchronous setting where an upper bound on

the communication delay is fixed and known in advance. While this may be restrictive in

today’s global Internet era, a sufficient large timeout can simulate such synchrony. If such a

synchrony assumption is too strong, Aniket et al. [141] have provided a partially synchronous

DKG variant, that can substitute the one described below.

Key Generation The protocol follows several steps in order to securely generate a distributed

key:

1. Each party Pi chooses a random polynomial fi (z) over Z∗
p of degree t :

fi (z) = ai 0 +ai 1 ∗ z +·· ·+ai t ∗ z t

2. Each Pi computes the individual secret shares si j = fi ( j ) mod p for all j ∈ {1, . . . ,n} and

sends si j to party P j using a confidential point-to-point channel. We denote ai 0 by xi ,

the individual secret contribution to the distributed private key.

3. Each Pi broadcasts the commitment to the coefficients Ai k =Gai k for all k ∈ {0, . . . ,k} to

all other participants. We denote Ai 0 by Xi , the individual public contribution to the

distributed public key.

4. Each P j verifies the share received from the other parties by checking, for all i ∈ {1, . . . ,n}:

G si j =
t∏

k=0
(Ai k ) j k

mod p (2.1)
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If the check fails for an index i , P j broadcasts a complaint against Pi .

5. For each complaining party P j , party Pi reveals the corresponding share si j matching

(2.1). If any of the revealed shares fails this equation, Pi is disqualified. We define the

set QUAL to be the set of non-disqualified parties.

6. The public key is defined as X = ∏
i∈QU AL Xi . Each party P j sets his share of the

secret to x j = ∑
i∈QU AL si j mod p. The public verification values are computed as

Ak =∏
i∈QU AL Ai k . The distributed secret key is defined as x =∑t

i∈QU AL x j ∗λi where λi

is the i -th Lagrange coefficient.

2.3.5 Threshold ElGamal Encryption

The ElGamal cryptosystem [89] is an asymmetric cryptographic system enabling one to en-

crypt a message without any interactions needed from the destination. In this thesis, we focus

on the CCA-2 (Adaptive chosen-ciphertext adversary) secure decentralized variant introduced

by Shoup et al [229], Specifically, we focus on the TDH2 scheme from [229] as a chosen cipher-

text secure threshold encryption system, which relies on the decisional Diffie Hellman problem

(DDH). We briefly recap the TDH2 system here.

To be at all useful, the key-holding (decryption) servers should not decrypt everything that

comes its way and give it to just anybody, but should implement some kind of useful decryp-

tion policy. To implement such a policy securely, in addition to chosen-ciphertext security,

one needs an additional property: the ability to attach a label to the ciphertext during the

encryption process. Such a label L is a bit-string that contains information that can be used by

the decryption servers to determine if the decryption request is authorized. One can think of

the label as being a part of the ciphertext so that changing the label changes the ciphertext;

security against chosen ciphertext attack would then imply, in particular, that one cannot

subvert the third party’s policy by simply swapping labels.

For simplicity of describing the scheme, we assume the message and labels are l-bit strings.

TDH2 requires the existence of three distinct hash functions:

H1 : G → {0,1}l ,

H2 : {0,1}l × {0,1}l ×G 4 →Zp ,

H3 : G 3 →Zp

1. Key Generation: The set of participating servers collectively run a DKG protocol and
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each server ends up with having one share xi of the distributed secret. The participating

server also decides on a random additional generator Ḡ (Ḡ is the same for all servers).

2. Encryption: The algorithm to encrypt a message m ∈ {0,1}l and a label L runs as follow.

The encryptor chooses r, s ∈Zp at random.

c = H1(X r )⊕m,u =Gr , w =G s , ū = Ḡr , w̄ = Ḡ s ,

e = H2(c,L,u, w, ū, w̄), f = s + r e

The ciphertext is ψ= (c,L,u, ū,e, f ).

3. Label Extraction: Given an appropriately encoded ciphertext (c,L,u, ū,e, f ), the label

extraction algorithm simply outputs L.

4. Decryption: Decryption server i checks the following equation given the ciphertext

ψ= (c,L,u, ū,e, f ):

e
?= H2(c,L,u, w, ū, w̄) (2.2)

wi th w =G f /ue , and w̄ = Ḡ f /ūe

If the check fails, the server i refuses to decrypt the ciphertext. Otherwise, the server i

chooses a si ∈Zp at random and computes the following:

ui = uxi , ûi = usi ,hi =G si ,

ei = H3(ui , ûi , ĥi ), fi = si +xi ∗ei

The server i outputs its decryption share (i ,ui ,ei , fi ).

5. Share Verification: This step verifies if a decryption share from a server i is valid or not

given the distributed public key and the ciphertext ψ. First, the ciphertext must pass the

equation 2.2. If it does not, then the share i is invalid. Otherwise, the share is considered

valid if and only if it is of the form (i ,ui ,ei , fi ) and

ei
?= H3(ui , ûi , ĥi ),

wher e ûi = u fi /uei

i , ĥi =G fi /hei

6. Combining shares: The share combining algorithm takes as input the verification key

VK, a ciphertext c, and a full set of valid decryption shares of c. If the test 2.2 does not

hold, then the algorithm outputs “?” (all the decryption shares are considered invalid).

So we can assume that the set of decryption shares is of the form:

(i ,ui ,ei , fi ) : i ∈ S
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where S has cardinality k. Then the message m can be recovered using Lagrange inter-

polation

m = H1(
∏
i∈S

uδ0i

i )⊕ c

with δ being the Lagrange coefficients.

2.3.6 Publicly Verifiable Secret Sharing

PVSS [222] is a (t ,n)-secret sharing scheme that enables third-party verifiability of secret shares

without revealing any information on the shares or the secret. To obtain this property, PVSS

uses non-interactive zero-knowledge (NIZK) proofs for equality of discrete logarithms [56, 100,

106].

Let H 6=G be another generator of G . Unless stated otherwise, we assume that i ∈ {1, . . . ,n}

and j ∈ {0, . . . , t −1}. PVSS runs in three steps:

1. Share Distribution (Dealer). To distribute a secret among the trustees, the dealer exe-

cutes the following steps:

(a) Select coefficients a j ∈R Z
∗
q of a t −1 degree secret sharing polynomial

s(x) =
t−1∑
j=0

a j x j .

The secret to-be-shared is S0 =G s(0) =Ga0 .

(b) Compute share commitments H s(i ), encrypted shares Ŝi = X s(i )
i = G s(i )xi , and

polynomial commitments A j = H a j . Note that H s(i ) can be recovered from A j as

follows:
t−1∏
j=0

A(i j )
j = H

∑t−1
j=0 a j i j = H s(i ) .

(c) Create encryption consistency proofs P̂i which enable to publicly verify that

logH H s(i ) = logXi
Ŝi . Therefore, pick vi ∈R Zq , compute Vi 1 = H vi , Vi 2 = X vi

i ,

c = H((H s(i ))i∈M , (Ŝi )i∈M , (Vi 1,Vi 2)i∈M ), and ri = vi − s(i )c mod q , and set P̂i =
(c,ri ,Vi 1,Vi 2).

(d) Publish Ŝi , P̂i , and A j .

2. Share Decryption (Trustee). To decrypt his share, trustee i executes the following steps:
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(a) Verify Ŝi against P̂i by reconstructing H s(i ) from A j and by checking that

Vi 1
?= H ri (H s(i ))c = H vi−s(i )c H s(i )c = H vi

Vi 2
?= X ri

i (Ŝi )c = X vi−s(i )c
i X s(i )c

i = X vi

i .

(b) If the previous step fails, abort. Otherwise, decrypt Ŝi using xi and obtain Si =
(Ŝi )x−1

i .

(c) Create a decryption consistency proof Pi which enables to publicly verify that

logG Xi = logSi
Ŝi . Therefore, pick v ′

i ∈R Zq , compute V ′
i 1 = Gv ′

i , V ′
i 2 = (Si )v ′

i , c ′i =
H(Xi , Ŝi ,V ′

i 1,V ′
i 2), r ′

i = v ′
i −xi c ′i , and set Pi = (c ′i ,r ′

i ,V ′
i 1,V ′

i 2).

(d) Publish Si and Pi .

3. Secret Recovery (Dealer). To reconstruct the secret S0, the dealer executes the following

steps:

(a) Verify Si against Pi by checking that

V ′
i 1

?=Gr ′
i X

c ′
i

i =Gv ′
i−xi c ′

i Gxi c ′
i =Gv ′

i

V ′
i 2

?= (Si )r ′
i (Ŝi )c ′

i = (Si )v ′
i−xi c ′

i (Si )xi c ′
i = (Si )u′

i

and discard Si if the verification fails.

(b) Suppose w.l.o.g, for 1 ≤ i ≤ t , that shares Si are valid. Reconstruct secret S0 by

Lagrange interpolation

t∏
i=1

(Si )λi =
t∏

i=1
(G s(i ))λi =G

∑t
i=1 s(i )λi =G s(0) = S0

where λi =∏
j 6=i

j
j−i is a Lagrange coefficient.
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3 Scalable, Strongly-Consistent Consen-
sus for Bitcoin

3.1 Introduction

The original Bitcoin paper argues that transaction processing is secure and irreversible, as long

as the largest colluding group of miners represents less than 50% of total computing capacity

and at least about one hour has elapsed. This high transaction-confirmation latency limits

Bitcoin’s suitability for real-time transactions. Later work revealed additional vulnerabilities to

transaction reversibility, double-spending, and strategic mining attacks [96, 113, 128, 140, 194,

13].

The key problem is that Bitcoin’s consensus algorithm provides only probabilistic consistency

guarantees. Strong consistency could offer cryptocurrencies three important benefits. First,

all miners instantly agree on the validity of blocks, without wasting computational power

resolving inconsistencies (forks). Second, clients need not wait for extended periods to be

certain that a submitted transaction is committed; as soon as it appears in the blockchain,

the transaction can be considered confirmed. Third, strong consistency provides forward

security: as soon as a block has been appended to the blockchain, it stays there forever.

Although increasing the consistency of cryptocurrencies has been suggested before [70, 77,

176, 224, 246], existing proposals give up Bitcoin’s decentralization, and/or introduce new and

non-intuitive security assumptions, and/or lack experimental evidence of performance and

scalability.

This chapter introduces BYZCOIN, a Bitcoin-like cryptocurrency enhanced with strong con-

sistency, based on the principles of the well-studied Practical Byzantine Fault Tolerance

(PBFT) [55] algorithm. BYZCOIN addresses four key challenges in bringing PBFT’s strong

consistency to cryptocurrencies: (1) open membership, (2) scalability to hundreds of replicas,

(3) proof-of-work block conflicts, and (4) transaction commitment rate.

PBFT was not designed for scalability to large consensus groups: deployments and experi-

ments often employ the minimum of four replicas [154], and generally, have not explored

scalability levels beyond 7 [55] or 16 replicas [69, 122, 1]. BYZCOIN builds PBFT atop CoSi [243],
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a collective signing protocol that efficiently aggregates hundreds or thousands of signatures.

Collective signing reduces both the costs of PBFT rounds and the costs for “light” clients to

verify transaction commitment. Although CoSi is not a consensus protocol, BYZCOIN imple-

ments Byzantine consensus using CoSi signing rounds to make PBFT’s prepare and commit

phases scalable.

PBFT normally assumes a well-defined, closed group of replicas, conflicting with Bitcoin’s

open membership and use of proof-of-work to resist Sybil attacks [84]. BYZCOIN addresses this

conflict by forming consensus groups dynamically from windows of recently mined blocks,

giving recent miners shares or voting power proportional to their recent commitment of hash

power. Lastly, to reduce transaction processing latency we adopt the idea from Bitcoin-NG [95]

to decouple transaction verification from block mining.

Experiments with a prototype implementation of BYZCOIN show that a consensus group

formed from approximately the past 24 hours of successful miners (144 miners) can reach

consensus in less than 20 seconds, on blocks of Bitcoin’s current maximum size (1MB). A larger

consensus group formed from one week of successful miners (1008) reached consensus on an

8MB block in 90 seconds, showing that the system scales both with the number of participants

and with the block size. For the 144-participant consensus group, with a block size of 32MB,

the system handles 974 transactions per second (TPS) with a 68-second confirmation latency.

These experiments suggest that BYZCOIN can handle loads higher than PayPal and comparable

with Visa.

BYZCOIN is still a proof-of-concept with several limitations. First, BYZCOIN does not improve

on Bitcoin’s proof-of-work mechanism; finding a suitable replacement [14, 105, 147, 254, 43]

is an important but orthogonal area for future work. Like many BFT protocols in practice [62,

122], BYZCOIN is vulnerable to slowdown or temporary DoS attacks that Byzantine nodes can

trigger. Although a malicious leader cannot violate or permanently block consensus, he might

temporarily exclude minority sets (< 1
3 ) of victims from the consensus process, depriving them

of rewards, and/or attempt to censor transactions. BYZCOIN guarantees security only against

attackers who consistently control less than a third (not 50%) of consensus group shares –

though Bitcoin has analogous weaknesses accounting for. Finally, BYZCOIN’s security is at

present analyzed only informally (Section 3.4).

BYZCOIN makes the following key contributions:

• We use Collective Signing [243] to scale BFT protocols to large consensus groups and

enable clients to verify operation commitments efficiently.

• We present the first demonstrably practical Byzantine consensus protocol supporting

not only static consensus groups but also dynamic membership proportional to proof-

of-work as in Bitcoin.

• We demonstrate experimentally that a strongly-consistent cryptocurrency can increase
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Bitcoin’s throughput by two orders of magnitude, with a transaction confirmation-

latency under one minute.

• We find through security analysis (Section 3.4) that BYZCOIN can mitigate several known

attacks on Bitcoin provided no attacker controls more than 1
4 of hash power.

The remainder of the chapter is organized as follows. Section 3.2 details the BYZCOIN protocol.

Section 3.3 describes an evaluation of our prototype implementation of BYZCOIN. Section 3.4

informally analyzes BYZCOIN’s security and Section 3.6 concludes.

3.2 ByzCoin Design

This section presents BYZCOIN with a step-by-step approach, starting from a simple “straw-

man” combination of PBFT and Bitcoin. From this strawman, we progressively address the

challenges of determining consensus group membership, adapting Bitcoin incentives and

mining rewards, making the PBFT protocol scale to large groups and handling block conflicts

and selfish mining.

3.2.1 System Model

BYZCOIN is designed for untrustworthy networks that can arbitrarily delay, drop, re-order or

duplicate messages. To avoid the Fischer-Lynch-Paterson impossibility [102], we assume the

network has a weak synchronyproperty [55]. The BYZCOIN system is comprised of a set of N

block miners that can generate key-pairs, but there is no trusted public-key infrastructure.

Each node i has a limited amount of hash power that corresponds to the maximum number of

block-header hashes the node can perform per second.

At any time t a subset of miners controlled by a malicious attacker that are considered faulty.

Byzantine miners can behave arbitrarily, diverting from the protocol and colluding to attack

the system. The remaining honest miners follow the prescribed protocol. We assume that

the total hash power of all Byzantine nodes is less than 1
4 of the system’s total hash power at

any time, since proof-of-work-based cryptocurrencies become vulnerable to selfish mining

attacks by stronger adversaries [96].

3.2.2 Strawman Design: PBFTCoin

For simplicity, we begin with PBFTCoin, an unrealistically simple protocol that naively com-

bines PBFT with Bitcoin, then gradually refine it into BYZCOIN.

For now, we simply assume that a group of n = 3 f +1 PBFT replicas, which we call trustees, has

been fixed and globally agreed upon upfront, and that at most f of these trustees are faulty. As

in PBFT, at any given time, one of these trustees is the leader, who proposes transactions and
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drives the consensus process. These trustees collectively maintain a Bitcoin-like blockchain,

collecting transactions from clients and appending them via new blocks, while guaranteeing

that only one blockchain history ever exists and that it can never be rolled back or rewritten.

Prior work has suggested essentially such a design [70, 77], though without addressing the

scalability challenges it creates.

Under these simplifying assumptions, PBFTCoin guarantees safety and liveness, as at most f

nodes are faulty and thus the usual BFT security bounds apply. However, the assumption of a

fixed group of trustees is unrealistic for Bitcoin-like decentralized cryptocurrencies that permit

open membership. Moreover, as PBFT trustees authenticate each other via non-transferable

symmetric-key MACs, each trustee must communicate directly with most other trustees in

every round, thus yielding O(n2) communication complexity.

Subsequent sections address these restrictions, transforming PBFTCoin into BYZCOIN in four

main steps:

1. We use Bitcoin’s proof-of-work mechanism to determine consensus groups dynamically

while preserving Bitcoin’s defense against Sybil attacks.

2. We replace MAC-authenticated direct communication with digital signatures to make

authentication transferable and thereby enabling sparser communication patterns that

can reduce the normal case communication latency from O(n2) to O(n).

3. We employ scalable collective signing to reduce per-round communication complexity

further to O(logn) and reduce typical signature verification complexity from O(n) to

O(1).

4. We decouple transaction verification from leader election to achieve a higher transaction

throughput.

3.2.3 Opening the Consensus Group

Removing PBFTCoin’s assumption of a closed consensus group of trustees presents two

conflicting challenges. On the one hand, conventional BFT schemes rely on a well-defined

consensus group to guarantee safety and liveness. On the other hand, Sybil attacks [84] can

trivially break any open-membership protocol involving security thresholds, such as PBFT’s

assumption that at most f out of 3 f +1 members are honest.

Bitcoin and many of its variations employ a mechanism already suited to this problem: proof-

of-work mining. Only miners who have dedicated resources are allowed to become a member

of the consensus group. In refining PBFTCoin, we adapt Bitcoin’s proof-of-work mining into a

proof-of-membership mechanism. This mechanism maintains the “balance of power” within

the BFT consensus group over a given fixed-size sliding share window. Each time a miner

finds a new block, it receives a consensus group share, which proves the miner’s membership
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Figure 3.1 – Valid shares for mined blocks in the blockchain are credited to miners

in the group of trustees and moves the share window one step forward. Old shares beyond

the current window expire and become useless for purposes of consensus group membership.

Miners holding no more valid shares in the current window lose their membership in the

consensus group, hence they are no longer allowed to participate in the decision-making.

At a given moment in time, each miner wields “voting power” of a number of shares equal to

the number of blocks the miner has successfully mined within the current window. Assuming

collective hash power is relatively stable, this implies that within a window, each active miner

wields a number of shares statistically proportionate to the amount of hash power that the

miner has contributed during this time period.

The size w of the share window is defined by the average block-mining rate over a given time

frame and influences certain properties such as the resilience of the protocol to faults. For

example, if we assume an average block-mining rate of 10 minutes and set the duration of

the time frame to one day (or one week), then w = 144 (w = 1008). This mechanism limits

the membership of miners to recently active ones, which prevents the system from becoming

unavailable due to too many trustees becoming inactive over time, or from miners aggregating

many shares over an extended period and threatening the balance in the consensus group.

The relationship between blocks, miners, and shares is illustrated in Figure 3.1.

Mining Rewards and Transaction Fees As we can no longer assume voluntary participation

as in PBFTCoin’s closed group of trustees, we need an incentive for nodes to obtain shares

in the consensus group and to remain active. For this purpose, we adopt Bitcoin’s existing

incentives of mining rewards and transaction fees. But instead of these rewards all going to

the miner of the most recent block we split a new block’s rewards and fees across all members

of the current consensus group, in proportion to the number of shares each miner holds. As a

consequence, the more hash power a miner has devoted within the current window, hence

the more shares the miner holds, the more revenue the miner receives during payouts in the

current window. This division of rewards also creates incentives for consensus group members

to remain live and participate, because they receive their share of the rewards for new blocks
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only if they continually participate, in particular, contributing to the prepare and commit

phases of each BFT consensus round.

3.2.4 Replacing MACs by Digital Signatures

In our next refinement step towards BYZCOIN, we tackle the scalability challenge resulting from

PBFT’s typical communication complexity of O(n2), where n is the group size. PBFT’s choice of

MAC-authenticated all-to-all communication was motivated by the desire to avoid public-key

operations on the critical transaction path. However, the cost of public-key operations has

decreased due to well-optimized asymmetric cryptosystems [27], making those costs less of

an issue.

By adopting digital signatures for authentication, we are able to use sparser and more scalable

communication topologies, thus enabling the current leader to collect and distribute third-

party verifiable evidence that certain steps in PBFT have succeeded. This removes the necessity

for all trustees to communicate directly with each other. With this measure we can either

enable the leader to collect and distribute the digital signatures or let nodes communicate in a

chain [122], reducing the normal-case number of messages from O(n2) to O(n).

3.2.5 Scalable Collective Signing

Even with signatures providing transferable authentication, the need for the leader to collect

and distribute – and for all nodes to verify – many individual signatures per round can still

present a scalability bottleneck. Distributing and verifying tens or even a hundred individual

signatures per round might be practical. If we, however, want consensus groups with a

thousand or more nodes (e.g., representing all blocks successfully mined in the past week),

it is costly for the leader to distribute 1000 digital signatures and wait for everyone to verify

them. To tackle this challenge, we build on the CoSi protocol [243] for collective signing. CoSi

does not directly implement consensus or BFT, but it offers a primitive that the leader in a BFT

protocol can use to collect and aggregate prepare and commit messages during PBFT rounds.

We implement a single BYZCOIN round by using two sequential CoSi rounds initiated by

the current leader (i.e., the owner of the current view). The leader’s announcement of the

first CoSi round (phase 1 in Section 2.1.1) implements the pre-prepare phase in the standard

PBFT protocol (Section 2.1.2). The collective signature resulting from this first CoSi round

implements the PBFT protocol’s prepare phase, in which the leader obtains attestations from

a two-thirds super-majority quorum of consensus group members that the leader’s proposal

is safe and consistent with all previously-committed history.

As in PBFT, this prepare phase ensures that a proposal can be committed consistently, but

by itself, it is insufficient to ensure that the proposal will be committed. The leader and/or

some number of other members could fail before a super-majority of nodes learn about the

successful prepare phase. The BYZCOIN leader, therefore, initiates a second CoSi round to
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implement the PBFT protocol’s commit phase, in which the leader obtains attestations from a

two-thirds super-majority that all the signing members witnessed the successful result of the

prepare phase and made a positive commitment to remember the decision. This collective

signature, resulting from this second CoSi round, effectively attests that a two-thirds super-

majority of members not only considers the leader’s proposal “safe” but promises to remember

it, indicating that the leader’s proposal is fully committed.

In cryptocurrency terms, the collective signature resulting from the prepare phase provides

a proof-of-acceptance of a proposed block of transactions. This block is not yet committed,

however, since a Byzantine leader that does not publish the accepted block could double-

spend by proposing a conflicting block in the next round. In the second CoSi commit round,

the leader announces the proof-of-acceptance to all members, who then validate it and

collectively sign the block’s hash to produce a collective commit signature on the block.

This way, a Byzantine leader cannot rewrite history or double-spend, because by counting

arguments at least one honest node would have to sign the commit phase of both histories,

which an honest node by definition would not do.

The use of CoSi does not affect the fundamental principles or semantics of PBFT but improves

its scalability and efficiency in two main ways. First, during the commit round where each

consensus group member must verify that a super-majority of members have signed the prior

prepare phase, each participant generally needs to receive only an O(1)-size rather than O(n)-

size message, and to expend only O(1) rather than O(n) computation effort by verifying a single

collective signature instead of n individual ones. This benefit directly increases the scalability

and reduces the bandwidth and computation costs of consensus rounds themselves.

A second benefit is that after the final CoSi commit round has completed, the final resulting

collective commit signature serves as a typically O(1)-size proof, which anyone can verify in

O(1) computation time that a given block – hence any transaction within that block – has

been irreversibly committed. This secondary scalability-benefit might in practice be more

important than the first, because it enables “light clients” who neither mine blocks nor store

the entire blockchain history to verify quickly and efficiently that a transaction has committed,

without requiring active communication with or having to trust any particular full node.

3.2.6 Decoupling Transaction Verification from Leader Election

Although BYZCOIN so far provides a scalable guarantee of strong consistency, thus ensuring

that clients need to wait only for the next block rather than the next several blocks to verify that

a transaction has committed, the time they still have to wait between blocks can, nevertheless,

be significant: up to 10 minutes using Bitcoin’s difficulty tuning scheme. Whereas BYZCOIN’s

strong consistency might in principle make it “safe” from a consistency perspective to increase

block mining rate, doing so could still exacerbate liveness and other performance issues, as

in Bitcoin [191]. To enable lower client-perceived transaction latency, therefore, we build on

the idea of Bitcoin-NG [95] to decouple the functions of transaction verification from block
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Figure 3.2 – BYZCOIN blockchain: Two parallel chains store information about the leaders
(keyblocks) and the transactions (microblocks)

mining for leader election and consensus group membership.

As in Bitcoin-NG, we use two different kinds of blocks. The first, microblocks or transaction

blocks, represent transactions to be stored and committed. The current leader creates a new

microblock every few seconds, depending on the size of the block, and uses the CoSi-based

PBFT protocol above to commit and collectively sign it. The other type of block, keyblocks,

are mined via proof-of-work as in Bitcoin and serve to elect leaders and create shares in

BYZCOIN’s group membership protocol as discussed earlier in Section 3.2.3. As in Bitcoin-

NG, this decoupling allows the current leader to propose and commit many microblocks that

contain many smaller batches of transactions, within one≈ 10-minute keyblock mining period.

Unlike Bitcoin-NG, in which a malicious leader could rewrite history or double-spend within

this period until the next keyblock, BYZCOIN ensures that each microblock is irreversibly

committed regardless of the current leader’s behavior.

In Bitcoin-NG one blockchain includes both types of blocks, which introduces a race condition

for miners. As microblocks are created, the miners have to change the header of their keyblocks

to mine on top of the latest microblock. In BYZCOIN, in contrast, the blockchain becomes two

separate parallel blockchains, as shown in Figure 3.2. The main blockchain is the keyblock

chain, consisting of all mined blocks. The microblock chain is a secondary blockchain that

depends on the primary to identify the era in which every microblock belongs to, i.e., which

miners are authoritative to sign it and who is the leader of the era.

Microblocks A microblock is a simple block that the current consensus group produces

every few seconds to represent newly-committed transactions. Each microblock includes a

set of transactions and a collective signature. Each microblock also includes hashes referring

to the previous microblock and keyblock: the former to ensure total ordering, and the latter

indicating which consensus group window and leader created the microblock’s signature. The

microblock’s hash is collectively signed by the corresponding consensus group.
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Figure 3.3 – Overview of the full BYZCOIN design

Keyblocks Each keyblock contains a proof-of-work, which is used to determine consensus

group membership via the sliding-window mechanism discussed earlier, and to pay signers

their rewards. Each newly-mined keyblock defines a new consensus group, and hence a new

set of public keys with which the next era’s microblocks will be collectively signed. Since each

successive consensus group differs from the last in at most one member, PBFT ensures the

microblock chain’s consistency and continuity across this group membership change provided

at most f out of 3 f +2 members are faulty.

Bitcoin-NG relies on incentives to discourage the next leader from accidentally or maliciously

“forgetting” a prior leader’s microblocks. In contrast, the honest super-majority in a BYZCOIN

consensus group will refuse to allow a malicious or amnesiac leader to extend any but the

most recently-committed microblock, regardless of which (current or previous) consensus

group committed it. Thus, although competing keyblock conflicts may still appear, these

“forks” cannot yield an inconsistent microblock chain. Instead, a keyblock conflict can at

worst temporarily interrupt the PBFT protocol’s liveness, until it is resolved as mentioned in

Section 3.2.6.

Decoupling transaction verification from leader election and consensus group evolution in

this way brings the overall BYZCOIN architecture to completion, as illustrated in Figure 3.3.

Subsequent sections discuss further implications and challenges this architecture presents.

Keyblock Conflicts and Selfish Mining

PBFT’s strong consistency by definition does not permit inconsistencies such as forks in the

microblock chain. The way the miners collectively decide how to resolve keyblock conflicts,

however, can still allow selfish mining [96] to occur as in Bitcoin. Worse, if the miners decide

randomly to follow one of the two blocks, then keyblock forks might frequently lead to PBFT

liveness interruptions as discussed above, by splitting miners “too evenly” between competing

keyblocks. Another approach to deciding between competing keyblocks is to impose a deter-

ministic priority function on their hash values, such as “smallest hash wins.” Unfortunately,

this practice can encourage selfish mining.
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Figure 3.4 – Deterministic fork resolution in BYZCOIN

One way to break a tie without helping selfish miners is to increase the entropy of the output

of the deterministic prioritization function. We implement this idea using the following

algorithm. When a miner detects a keyblock fork, it places all competing blocks’ header hashes

into a sorted array, from low to high hash values. The array itself is then hashed, and the final

bit(s) of this hash determine which keyblock wins the fork.

This solution, shown in Figure 3.4, also uses the idea of a deterministic function applied to

the blocks, thus requiring no voting. Its advantage is that the input of the hash function is

partially unknown before the fork occurs, thus the entropy of the output is high and difficult

for an attacker to be able to optimize. Given that the search space for possible conflict is as big

as the search space for a new block, trying to decide if a block has better than 50% probability

of winning the fork is as hard as finding a new block.

Leader Election and PBFT View Changes

Decoupling transaction verification from the block-mining process comes at a cost. So far we

have assumed, as in PBFT, that the leader remains fixed unless he crashes or misbehaves. If

we keep this assumption, then this leader gains the power of deciding which transactions are

verified, hence we forfeit the fairness-enforcing benefit of Bitcoin’s leader election. To resolve

this issue, every time a keyblock is signed, BYZCOIN forces a mandatory PBFT view-change to

the keyblock’s miner. This way the power of verifying transactions in blocks is assigned to the

rightful miner, who has an era of microblock creation from the moment his keyblock is signed

until the next keyblock is signed.

When a keyblock conflict occurs, more than one such “mandatory” view-change occurs, with

the successful miners trying to convince other participants to adopt their keyblock and its asso-

ciated consensus group. For example, in a keyblock fork, one of the two competing keyblocks

wins the resolution algorithm described above. However, if the miner of the “losing” block

races to broadcast its keyblock and more than 33% honest miners have already committed to

it before learning about the competing keyblock, then the “winning” miner is too late and the

system either commits to the first block or (in the worst case) loses liveness temporarily as
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discussed above. This occurs because already-committed miners will not accept a mandatory

view-change except to a keyblock that represents their committed state and whose microblock

chain extends all previously-committed microblocks. Further analysis of how linearizability is

preserved across view-changes may be found in the original PBFT paper [55].

Tree Creation in BYZCOIN

Once a miner successfully creates a new keyblock, he needs to form a CoSi communication

tree for collective signing, with himself as the leader. If all miners individually acknowledge this

keyblock to transition to the next view, this coordination normally requires O (N ) messages.

To avoid this overhead at the beginning of each keyblock round, the miners autonomously

create the next round’s tree bottom-up during the previous keyblock round. This can be done

in O (1) by using the blockchain as an array that represents a full tree.

This tree-building process has three useful side-effects. First, the previous leader is the first to

get the new block, hence he stops creating microblocks and wasting resources by trying to

sign them. Second, in the case of a keyblock conflict, potential leaders use the same tree, and

the propagation pattern is the same; this means that all nodes will learn and decide on the

conflict quickly. Finally, in the case of a view change, the new view will be the last view that

worked correctly. So if the leader of the keyblock i fails, the next leader will again be the miner

of keyblock i −1.

3.2.7 Tolerating Churn and Byzantine Faults

In this section, we discuss the challenges of fault tolerance in BYZCOIN, particularly tree

failures and maximum tolerance for Byzantine faults.

Tree Fault Tolerance

In CoSi, there are multiple different mechanisms that allow substantial fault-tolerance. Fur-

thermore, the strict membership requirements and the frequent tree changes of BYZCOIN

increase the difficulty for a malicious attacker with less than around 25% of the total hash

power to compromise the system. A security analysis, however, must assume that a Byzantine

adversary is able to get the correct nodes of the BYZCOIN signing tree so that it can compromise

the liveness of the system by a simple DoS.

To mitigate this risk, we focus on recent Byzantine fault tolerance results [122], modifying

BYZCOIN so that the tree communication pattern is a normal-case performance optimization

that can withstand most malicious attacks. But when the liveness of the tree-based BYZCOIN

is compromised, the leader can return to non-tree-based communication until the end of his

era.
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The leader detects that the tree has failed with the following mechanism: After sending the

block to his children, the leader starts a timer that expires before the view-change timer. Then

he broadcasts the hash of the block he proposed and waits. When the nodes receive this

message they check if they have seen the block and either send an ACK or wait until they see

the block and then send the ACK. The leader collects and counts the ACKs, to detect if his

block is rejected simply because it never reaches the witnesses. If the timer expires or a block

rejection arrives before he receives two-thirds of the ACKs, the leader knows that the tree has

failed and reverts to a flat BYZCOIN structure before the witnesses assume that he is faulty.

As we show in Section 3.3, the flat BYZCOIN structure can still quickly sign keyblocks for

the day-long window (144 witnesses) while maintaining a throughput higher than Bitcoin

currently supports. Flat BYZCOIN is more robust to faults, but increases the communication

latency back to O(n). Furthermore, if all faults (bN
3 c ) are consecutive leaders, this can lead

back to a worst case O(n2) communication latency.

Membership Churn and BFT

After a new leader is elected, the system needs to ensure that the first microblock of the new

leader points to the last microblock of the previous leader. Having 2 f +1 supporting votes is not

enough. This occurs because there is the possibility that an honest node lost its membership

when the new era started. Now in the worst case, the system has f Byzantine nodes, f honest

nodes that are up to date, f slow nodes that have a stale view of the blockchain, and the

new leader that might also have a stale view. This can lead to the leader proposing a new

microblock, ignoring some signed microblocks and getting 2 f +1 support (stale+Byzantine+his

own). For this reason, the first microblock of an era needs 2 f +2 supporting signatures. If

the leader is unable to obtain them, this means that he needs to synchronize with the system,

i.e., he needs to find the latest signed microblock from the previous roster. He asks all the

nodes in his roster, plus the node that lost its membership, to sign a latest-checkpoint message

containing the hash of the last microblock. At this point in time, the system has 3 f +2 (3 f +1

of the previous roster plus the leader) members and needs 2 f +1 honest nodes to verify the

checkpoint, plus an honest leader to accept it (a Byzantine leader will be the f +1 fault and

compromise liveness). Thus, BYZCOIN can tolerate f fails in a total of 3 f +2 nodes.

3.3 Performance Evaluation

In this section, we discuss the evaluation of the BYZCOIN prototype and our experimental setup.

The main question we want to evaluate is whether BYZCOIN is usable in practice without

incurring large overheads. In particular, we focus on consensus latency and transaction

throughput for different parameter combinations.
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3.3.1 Prototype Implementation

We implemented BYZCOIN in Go and made it publicly available on GitHub.1 BYZCOIN’s

consensus mechanism is based on the CoSi protocol with Ed25519 signatures [27] and im-

plements both flat- and tree-based collective signing layouts as described in Section 3.2. For

comparison, we also implemented a conventional PBFT consensus algorithm with the same

communication patterns as above and a consensus algorithm that uses individual signatures

and tree-based communication.

To simulate consensus groups of up to 1008 nodes, we oversubscribed the available 36 physical

machines (see below) and ran up to 28 separate BYZCOIN processes on each server. Realistic

wide-area network conditions are mimicked by imposing a round-trip latency of 200 ms

between any two machines and a link bandwidth of 35 Mbps per simulated host. Note that

this simulates only the connections between miners of the consensus group and not the full

Bitcoin network. Full nodes and clients are not part of the consensus process and can retrieve

signed blocks only after consensus is reached. Since Bitcoin currently is rather centralized and

has only a few dozen mining pools [13], we assume that if/when decentralization happens, all

miners will be able to support these rather constrained network requirements.

The experimental data to form microblocks was taken by BYZCOIN clients from the actual

Bitcoin blockchain. Both micro- and keyblocks are fully transmitted and collectively signed

through the tree and are returned to the clients upon request together with the proof. Ver-

ification of block headers is implemented but transaction verification is only emulated to

avoid further measurement distortion through oversubscribed servers. A similar practice is

used in Shadow Bitcoin [184]. We base our emulation both on measurements [113] of the

average block-verification delays (around 200 ms for 500 MB blocks) and on the claims of

Bitcoin developers [31] that as far as hardware is concerned Bitcoin can easily verify 4000 TPS.

We simulate a linear increase of this delay proportional to the number of transactions included

in the block. Because of the communication pattern of BYZCOIN, the transaction-verification

cost delays only the leaf nodes. By the time the leaf nodes finish the block verification and

send their vote back to their parents, all other tree nodes should have already finished the

verification and can immediately proceed. For this reason, the primary delay factor is the

transmission of the blocks that needs to be done log N sequential times.

We ran all our experiments on DeterLab [80] using 36 physical machines, each having four

Intel E5-2420 v2 CPUs and 24 GB RAM and being arranged in a star-shaped virtual topology.

CoSi Pipelining Collective signing [243] is done in four different phases per round, namely

announce, response, challenge, and commit. In BYZCOIN the announce and commit phases

of CoSi can be performed in advance before the block to be committed is available, since

the proposed block can be sent to the signers in the challenge phase. This enables us to

1https://github.com/dedis/cothority
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ti ti+1 ti+2 ti+3 ti+4

Bk
prepare An/Co Ch/Re
commit An/Co Ch/Re

Bk+1
prepare An/Co Ch/Re
commit An/Co Ch/Re

Bk+2
prepare An/Co Ch/Re
commit An/Co Ch/Re

Table 3.1 – BYZCOIN pipelining for maximum transaction-throughput; Bk denotes the mi-
croblock signed in round k, An/Co the Announce-Commit and Ch/Re the Challenge-Response
round-trips of CoSi

pipeline two rounds so that the announce/commit phases of BYZCOIN’s commit round are

piggybacked on the challenge and response messages of the prepare round. This pipelining

reduces latency by one round-trip over the communication tree. Looking into the normal

execution of BYZCOIN, this pipeline can be extended so that an optimal throughput of one

signed microblock per round-trip is produced. A sample execution can be seen in Table 3.1.

3.3.2 Evaluation

The main question we want to evaluate is whether BYZCOIN is usable in practice without

incurring large overhead. We evaluated keyblock and microblock signing for an increasing

number of consensus group members. Further, we evaluated BYZCOIN’s latency for an in-

creasing microblock size and an increasing number of consensus group members, for all

implemented consensus algorithms. We then compare Bitcoin with the flat and tree-based

versions of BYZCOIN to investigate the maximum throughput that each variant can achieve.

In another experiment, we investigate the latency of signing single transactions and larger

blocks. Finally, we demonstrate the practicality of BYZCOIN, as far as latency for securing

transactions is concerned, from a client’s point of view.

3.3.3 Consensus Latency

The first two experiments focus on how microblock commitment latency scales with the

consensus group size and with the number of transactions per block.

Consensus Group Size Comparison

This experiment focuses on the scalability of BYZCOIN’s BFT protocol in terms of the consensus

group size. The number of unique miners participating in a consensus group is limited by

the number of membership shares in the window (Section 3.2.3), but can be smaller if some

miners hold multiple shares (i.e., successfully mined several blocks) within the same window.

We ran experiments for Bitcoin’s maximum block size (1 MB) with a variable number of
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Figure 3.5 – Influence of the consensus group size on the consensus latency

participating hosts. Every time we increased the number of hosts, we also increased the

servers’ bandwidth so that the available bandwidth per simulated host remained constant

(35 Mbps). For the PBFT simulation, the 1 MB block was too big to handle, thus the PBFT line

corresponds to a 250 KB block size.

As Figure 3.5 shows, the simple version of BYZCOIN achieves acceptable latency, as long as the

consensus group size is less than 200. After this point the cost for the leader to broadcast the

block to everyone incurs large overheads. On the contrary, the tree-based BYZCOIN scales well,

since the same 1 MB block for 1008 nodes suffers signing latency less than the flat approach

for 36 nodes. Adding 28 times more nodes (from 36 to 1008) causes a latency increase close to

a factor 2 (from 6.5 to 14 seconds). The basic PBFT implementation is quite fast for 2 nodes

but scales poorly (40 seconds for 100 nodes), whereas the tree-based implementation with

individual signatures performs the same as BYZCOIN for up to 200 hosts. If we aim for the

higher security level of 1008 nodes, however, then BYZCOIN is 3 times faster.

Figure 3.6 shows the performance cost of keyblock signing. The flat variant outperforms

the tree-based version when the number of hosts is small since the blocks have as many

transactions as there are hosts and thus are small themselves. This leads to a fast transmission

even in the flat case and the main overhead comes from the block propagation latency, which

scales with O(log N ) in the tree-based BYZCOIN variant.

Block Size Comparison

The next experiment analyzes how different block sizes affect the scalability of BYZCOIN. We

used a constant number of 144 hosts for all implementations. Once again, PBFT was unable to

achieve acceptable latency with 144 nodes, thus we ran it with 100 nodes only.
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Figure 3.6 – Keyblock signing latency

Figure 3.7 shows the average latency of the consensus mechanism, determined over 10 blocks

when their respective sizes increase. As in the previous section we see that the flat imple-

mentation is acceptable for a 1 MB block, but when the block increases to 2 MB the latency

quadruples. This outcome is expected as the leader’s link saturates when he tries to send 2 MB

messages to every participating node. In contrast BYZCOIN scales well because the leader

outsources the transmission of the blocks to other nodes and contacts only his children. The

same behavior is observed for the algorithm that uses individual signatures and tree-based

communication, which shows that the block size has no negative effect on scalability when a

tree is used. Finally, we find that PBFT is fast for small blocks, but the latency rapidly increases

to 40 seconds for 250 KB blocks.

BYZCOIN’s signing latency for a 1 MB block is close to 10 seconds, which should be small

enough to make the need for 0-confirmation transactions almost disappear. Even for a 32 MB

block (≈ 66000 transactions) the delay is much lower (around 90 seconds) than the ≈ 10

minutes required by Bitcoin.

Figure 3.8 demonstrates the signing latency of various blocks sizes on tree-based BYZCOIN.

Signing one-transaction blocks takes only 3 seconds even when 1008 miners co-sign it. For

bigger blocks, we have included Bitcoin’s current maximum block size of 1 MB along with the

proposed limits of 2 MB in Bitcoin Classic and 8 MB in Bitcoin Unlimited [9]. As the graph

shows, 1 MB and 2 MB blocks scale linearly in the number of nodes at first but after 200 nodes,

the propagation latency is higher than the transmission of the block, hence the latency is close

to constant. For 8 MB blocks, even with 1008 the signing latency increases only linearly.
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Figure 3.7 – Influence of the block size on the consensus latency

3.3.4 Transaction Throughput

In this experiment, we investigate the maximum throughput in terms of transactions per

second (TPS) that BYZCOIN can achieve and show how Bitcoin could improve its throughput

by adopting a BYZCOIN-like deployment model. We tested BYZCOIN versions with consensus

group sizes of 144 and 1008 nodes, respectively. Note that performance-wise this resembles the

worst case scenario since the miner-share ratio is usually not 1:1 as miners in the consensus

group are allowed to hold multiple shares, as described in Section 3.2.3.

Analyzing Figure 3.9 shows that Bitcoin can increase its overall throughput by more than one

order of magnitude through the adoption of a flat BYZCOIN-like model, which separates trans-

action verification and block mining and deals with forks via strong consistency. Furthermore,

the 144 node configuration can achieve close to 1000 TPS, which is double the throughput of

Paypal, and even the 1008-node roster achieves close to 700 TPS. Even when the tree fails, the

system can revert back to 1 MB microblocks on the flat and more robust variant of BYZCOIN

and still have a throughput of ten times higher than the current maximum throughput of

Bitcoin.

In both Figure 3.7 and Figure 3.9, the usual trade-off between throughput and latency appears.

The system can work with 1–2 MB microblocks when the load is normal and then has a latency

of 10–20 seconds. If an overload occurs, the system adaptively changes the block size to

enable higher throughput. We note that this is not the case in the simple BYZCOIN where 1 MB

microblocks have optimal throughput and acceptable latency.
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3.4 Security Analysis

In this section, we conduct a preliminary, informal security analysis of BYZCOIN, and discuss

how its consensus mechanism can mitigate or eliminate some known attacks against Bitcoin.

3.4.1 Transaction Safety

In the original Bitcoin paper [191], Nakamoto models Bitcoin’s security against transaction

double spending attacks as in a Gambler’s Ruin Problem. Furthermore, he models the progress

an attacker can make as a Poisson distribution and combines these two models to reach

Equation 3.1. This equation calculates the probability of a successful double spend after z

blocks when the adversary controls q computing power.

P = 1−
z∑

k=0

λk e−λ

k !

(
1−

(
q

p

)(z−k)
)

(3.1)

In Figure 3.10 and Figure 3.11 we compare the relative safety of a transaction over time in

Bitcoin2 versus BYZCOIN. Figure 3.10 shows that BYZCOIN can secure a transaction in less

than a minute, because the collective signature guarantees forward security. On the contrary,

Bitcoin’s transactions need hours to be considered fully secured from a double-spending

attempt. Figure 3.11 illustrates the required time from transaction creation to the point

where a double spending attack has less than 0.1% chance of success. BYZCOIN incurs a

latency of below one minute to achieve the above security, which boils down to the time the

systems needs to produce a collectively signed microblock. Bitcoin, on the other hand, needs

2Based on data from https://blockchain.info.
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Figure 3.10 – Successful double-spending attack probability

several hours to reach the same guarantees. Note that this graph does not consider other

advanced attacks, such as eclipse attacks [128], where Bitcoin offers no security for the victim’s

transactions.

3.4.2 Proof-of-Membership Security

The security of BYZCOIN’s proof-of-membership mechanism can be modeled as a random

sampling problem with two possible independent outcomes (honest, Byzantine). The prob-

ability of picking a Byzantine node (in the worst case) is p = 0.25 and the number of tries

corresponds to the share window size w . In this setting, we are interested in the probability

that the system picks less than c = bw
3 c Byzantine nodes as consensus group members and

hence guarantees safety. To calculate this probability, we use the cumulative binomial distribu-

tion where X is the random variable that represents the number of times we pick a Byzantine
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node:

P [X ≤ c] =
c∑

k=0

(
w

k

)
pk (

1−p
)w−k (3.2)

Table 3.2 displays the results for the evaluation of Equation 3.2 for various window sizes w

both in the common threat model where an adversary controls up to 25% hash power and in

the situation where the system faces a stronger adversary with up to 30% computing power.

The latter might temporarily occur due to hash power variations and resource churn.

Table 3.2 – Expected proof-of-membership security levels

p | w 12 100 144 288 1008 2016

0.25 0.842 0.972 0.990 0.999 0.999 1.000
0.30 0.723 0.779 0.832 0.902 0.989 0.999

At this point, recall that w specifies the number of available shares and not necessarily the

number of actual miners as each member of the consensus group is allowed to hold multiple

shares. This means that the number of available shares gives an upper bound on the latency

of the consensus mechanism with the worst case being that each member holds exactly one

share.

In order to choose a value for w appropriately one must take into account not only consensus

latency and the desired security level (ideally ≥ 99%) but also the increased chance for resource

churn when values of w become large. From a security perspective, the results of Table 3.2

suggest that the share window size should not be set to values lower than w = 144. Ideally,
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values of w = 288 and above should be chosen to obtain a reasonable security margin and, as

demonstrated in Section 5.7, values up to w = 1008 provide excellent performance numbers.

Finally, care should be taken when bootstrapping the protocol, as for small values of w there

is a high probability that a malicious adversary is able to take over control. For this reason, we

suggest that BYZCOIN starts with vanilla Nakamoto consensus and only after w keyblocks are

mined the BYZCOIN consensus is activated.

3.4.3 Defense Against Bitcoin Attacks

0-confirmation Double-Spend Attacks Race [140] and Finney [101] attacks belong to the

family of 0-confirmation double-spend attacks which might affect traders that provide real-

time services to their clients. In such scenarios the time between exchange of currency and

goods is usually short because traders often cannot afford to wait an extended period of time

(10 or more minutes) until a transaction they received can be considered indeed confirmed.

BYZCOIN can mitigate both attacks by putting the merchant’s transaction in a collectively

signed microblock whose verification latency is in the order of a few seconds up to a minute.

If this latency is also unacceptable, then he can send a single transaction for signing, which

will cost more, but is secured in less than 4 seconds.

N -confirmation Double-Spend Attacks The assumption underlying this family of attacks [30]

is that, after receiving a transaction for a trade, a merchant waits for N −1 additional blocks

until he concludes the interaction with his client. At this point, a malicious client creates a

new double-spending transaction and tries to fork the blockchain, which has a non-negligible

success-probability if the adversary has enough hash power. For example, if N = 3 then an

adversary holding 10% of the network’s hash power has a 5% success-chance to mount the

above attack [191].

In BYZCOIN, the merchant would simply check the collective signature of the microblock that

includes the transaction, which allows him to verify that it was accepted by a super-majority

of the network. Afterward, the attacker cannot succeed in forking the blockchain as the rest

of the signers will not accept his new block. Even if the attacker is the leader, the proposed

microblock will be rejected, and a view change will occur.

Eclipse and Delivery-Tampering Attacks In an eclipse attack [128] it is assumed that an

adversary controls a sufficiently large number of connections between the victim and the

Bitcoin network. This enables the attacker to mount attacks such as 0- and N-confirmation

double-spends with an ever increasing chance of success the longer the adversary manages to

keep his control over the network. Delivery-tampering attacks [113] exploit Bitcoin’s scalability

measures to delay propagation of blocks without causing a network partition. This allows

an adversary to control information that the victim receives and simplifies to mount 0- and
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1-confirmation double-spend attacks as well as selfish-mining.

While BYZCOIN does not prevent an attacker from eclipsing a victim or delaying messages in

the peer-to-peer network, its use of collective signatures in transaction commitment ensure

that a victim cannot be tricked into accepting an alternate attacker-controlled transaction

history produced in a partitioned network fragment.

Selfish and Stubborn Mining Attacks Selfish mining [96] allows a miner to increase his

profit by adding newly mined blocks to a hidden blockchain instead of instantly broadcasting

them. This effect can be further amplified if the malicious miner has good connectivity to the

Bitcoin network. The authors of selfish mining propose a countermeasure that thwarts the

attack if a miner has less than 25% hash power under normal circumstances or less than 33% in

case of an optimal network. Stubborn mining [194] further generalizes the ideas behind selfish

mining and combines it with eclipse attacks in order to increase the adversary’s revenue.

In BYZCOIN, these strategies are ineffective as (1) forks are instantly resolved in a deterministic

manner and (2) the back-link of a key-block is derived by hashing the collectively-signed block

header of the previous key-block, which is impossible to generate without the cooperation of

honest miners. Hence, building a valid hidden blockchain is impossible.

Transaction Censorship In Bitcoin-NG, a malicious leader can censor transactions for the

duration of his epoch(s). The same applies to BYZCOIN. However, as not every leader is

malicious, the censored transactions are only delayed and will be processed eventually by the

next honest leader. BYZCOIN can improve on this, as the leader’s actions are double-checked

by all the other miners in the consensus group. A client can announce his censored transaction

just like in classic PBFT; this will indicate a potential leader fault and will either stop censorship

efforts or lead to a view-change to remove the malicious leader. Finally, in Bitcoin(-NG) a

miner can announce his intention to fork over a block that includes a transaction, giving an

incentive to other miners to exclude this transaction. In BYZCOIN using fork-based attacks

to censor transactions is no longer possible due to BYZCOIN’s deterministic fork resolution

mechanism. An attacker can therefore only vote down a leader’s proposals by refusing to

co-sign. This is also a limitation, however, as an adversary who controls more than 33% of the

shares (Section 3.5) deny service and can censor transactions for as long as he wants.

3.5 Limitations and Future Work

This section briefly outlines several of BYZCOIN’s important remaining limitations, and areas

for future work.
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Consensus-Group Exclusion A malicious BYZCOIN leader can potentially exclude nodes

from the consensus process. This is easier in the flat variant, where the leader is responsible

for contacting every participating miner, but it is also possible in the tree-based version if the

leader “reorganizes” the tree and puts nodes targeted for exclusion in subtrees where the roots

are colluding nodes. A malicious leader faces a dilemma, though: excluded nodes lose their

share of newly minted coins which increases the overall value per coin and thus the leader’s

reward. The victims, however, will quickly broadcast view-change messages in an attempt to

remove the Byzantine leader.

As an additional countermeasure to mitigate such an attack, miners could run a peer-to-peer

network on top of the tree to communicate protocol details. Thus each node potentially

receives information from multiple sources. If the parent of a node fails to deliver the an-

nouncement message of a new round, this node could then choose to attach itself (together

with its entire subtree) to another participating (honest) miner. This self-adapting tree could

mitigate the leader’s effort to exclude miners. As a last resort, the malicious leader could

exclude the commitments of the victims from the aggregate commitment, but as parts of the

tree have witnessed these commitments, the risk of triggering a view-change is high.

In summary, the above attack seems irrational as the drawbacks of trying to exclude miners

seem to outweigh the benefits. We leave a more thorough analysis of this situation for future

work.

Defenses Against 33%+ Attacks An attacker powerful enough to control more than 1
3 of

the consensus shares can, in the Byzantine threat model, trivially censor transactions by

withholding votes, and double-spend by splitting honest nodes into two disjoint groups and

collecting enough signatures for two conflicting microblocks. Figure 3.11 shows how the safety

of BYZCOIN fails at 30%, whereas Bitcoin remains safe even for 48%, if a client can wait long

enough.

However, the assumption that an attacker completely controls the network is rather unrealistic,

especially if messages are authenticated and spoofing is impossible [13]. The existence of the

peer-to-peer network on top of the tree, mentioned in the previous paragraph, enables the

detection of equivocation attacks such as microblock forks and mitigates the double-spending

efforts, as honest nodes will stop following the leader. Thus, double-spending and history

rewriting attacks in BYZCOIN become trivial only after the attacker has 66% of the shares,

effectively increasing the threshold from 51% to 66%. This assumption is realistic, as an

attacker controlling the complete network can actually split Bitcoin’s network into two halves

and trivially double-spend on the weaker side. This is possible because the weak side creates

blocks that will be orphaned once the partition heals. We again leave a more thorough analysis

of this situation for future work.
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Proof-of-Work Alternatives Bitcoin’s hash-based proof-of-work has many drawbacks, such

as energy waste and the efficiency advantages of custom ASICs that have made mining by

“normal users” impractical. Many promising alternatives are available, such as memory-

intensive puzzles [14], or proof-of-stake designs [147]. Consensus group membership might

in principle also be based on other Sybil attack-resistant methods, such as those based on

social trust networks [254, 151] or Proof-of-Personhood [43]. A more democratic alternative

might be to apportion mining power on a “1 person, 1 vote” principle, based on anonymous

proof-of-personhood tokens distributed at pseudonym parties [105]. Regardless, we treat the

ideal choice of Sybil attack-resistance mechanism as an issue for future work, orthogonal to

the focus of this thesis.

Other Directions Besides the issues outlined above, there are many more interesting open

questions worth considering: Sharding [70] presents a promising approach to scale distributed

protocols and was already studied for private blockchains [74]. A sharded variant of BYZCOIN

might thus achieve even better scalability and performance numbers. A key obstacle that

needs to be analyzed in that context before though is the generation of bias-resistant public

randomness [165] which would enable to pick members of a shard in a distributed and secure

manner. Yet another challenge is to find ways to increase incentives of rational miners to

remain honest, like binding coins and destroying them when misbehavior is detected [46].

Finally, asynchronous BFT [49, 48] is another interesting class of protocols, which only recently

started to be analyzed in the context of blockchains [185].

3.6 Conclusion

BYZCOIN is a scalable Byzantine fault tolerant consensus algorithm for open decentralized

blockchain systems such as Bitcoin. BYZCOIN’s strong consistency increases Bitcoin’s core

security guarantees—shielding against attacks on the consensus and mining system such as

N -confirmation double-spending, intentional blockchain forks, and selfish mining—and also

enables high scalability and low transaction latency. BYZCOIN’s application to Bitcoin is just

one example, though: theoretically, it can be deployed to any blockchain-based system and

the proof-of-work-based leader election mechanism might be changed to another approach

such as proof-of-stake. If open membership is not an objective, the consensus group could be

static, though still potentially large. We developed a wide-scale prototype implementation

of BYZCOIN, validated its efficiency with measurements and experiments, and have shown

that Bitcoin can increase the capacity of transactions it handles by more than two orders of

magnitude.
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4 Scalable Bias-Resistant Distributed
Randomness

4.1 Introduction

A reliable source of randomness that provides high-entropy output is a critical component in

many protocols [37, 68]. The reliability of the source, however, is often not the only criterion

that matters. In many high-stakes protocols, the unbiasability and public-verifiability of the

randomness generation process are as important as ensuring that the produced randomness

is good in terms of the entropy it provides [115].

More concretely, Tor hidden services [82] depend on the generation of a fresh random value

each day for protection against popularity estimations and DoS attacks [119]. Anytrust-

based systems, such as Herbivore [117], Dissent [249], and Vuvuzela [245], as well as sharded

blockchains [70], use bias-resistant public randomness for scalability by sharding participants

into smaller groups. TorPath [114] critically depends on public randomness for setting up

the consensus groups. Public randomness can be used to transparently select parameters

for cryptographic protocols or standards, such as in the generation of elliptic curves [18,

165], where adversaries should not be able to steer the process to select curves with weak

security parameters [26]. Other use-cases for public randomness include voting systems [4] for

sampling ballots for manual recounts, lotteries for choosing winning numbers, and Byzantine

agreement algorithms [49, 196] for achieving scalability.

The process of generating public randomness is nontrivial, because obtaining access to sources

of good randomness, even in terms of entropy alone, is often difficult and error-prone [58, 123].

One approach is to rely on randomness beacons, which were introduced by Rabin [210] in the

context of contract signing, where a trusted third party regularly emits randomly chosen inte-

gers to the public. The NIST beacon [193] provides hardware-generated random output from

quantum-mechanical effects, but it requires trust in their centralized beacon—a problematic

assumption, especially after the Dual EC DRBG debacle [29, 230].

This work is concerned primarily with the trustworthiness, rather than the entropy, of public

randomness sources. Generating public randomness without a trusted party is often desirable,
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especially in decentralized settings such as blockchains, where many mutually-distrustful

users may wish to participate. Producing and using randomness in a distributed setting

presents many issues and challenges, however, such as how to choose a subset of available

beacons, or how to combine random outputs from multiple beacons without permitting bias

by an active adversary. Prior approaches to randomness without trusted parties [206] employ

Bitcoin [41], slow cryptographic hash functions [165], lotteries [18], or financial data [60] as

sources for public randomness.

Our goal is to provide bias-resistant public randomness in the familiar (t ,n)-threshold security

model already widely-used both in threshold cryptography [202] and Byzantine consensus

protocols [49]. Generating public randomness is hard, however, as active adversaries can

behave dishonestly in order to bias public random choices toward their advantage, e.g., by

manipulating their own explicit inputs or by selectively injecting failures. Although addressing

those issues is relatively straightforward for small values of n ≈ 10 [49, 141], we address

scalability challenges of using larger values of n, in the hundreds or thousands, for enhanced

security in real-world scenarios. For example, scalable randomness is relevant for public

cryptocurrencies [149, 191] which tend to have hundreds to thousands of distinct miners or for

countries with thousands of national banks that might want to form a national permissioned

blockchain with secure random sharding.

This work’s contributions are mainly pragmatic rather than theoretical, building on existing

cryptographic primitives to produce more scalable and efficient distributed randomness

protocols. We introduce two scalable public-randomness generation protocols: RANDHOUND

is a “one-shot” protocol to generate a single random output on demand, while RANDHERD is a

randomness beacon protocol that produces a regular series of random outputs. Both protocols

provide the same key security properties of unbiasability, unpredictability, availability, and

third-party verifiability of their random outputs.

RANDHOUND is a client-server randomness scavenging protocol enabling a client to gather

fresh randomness on demand from a potentially large set of nearly-stateless randomness

servers, preferably run by independent parties. A party that occasionally requires trustworthy

public randomness, such as a lottery association, can use RandHound to produce a random

output that includes contributions of – and trustworthiness attestations from – all participating

servers. The RandHound client (e.g., the lottery association) first publicly commits to the

parameters of a unique RandHound protocol run, such as the time and date of the lottery and

the set of servers involved, so a malicious client cannot bias the result by secretly rerunning

the protocol. The client then splits the servers into balanced subgroups for scalability. Each

subgroup uses publicly verifiable secret sharing (PVSS) [222, 234] to produce secret inputs

such that an honest threshold of participants can later recover them and form a third-party-

verifiable proof of their validity. To tolerate server failures, the client selects a subset of secret

inputs from each group. Application of the pigeonhole principle ensures the integrity of

RANDHOUND’s final output even if some subgroups are compromised, e.g., due to biased

grouping. The client commits to his choice of secrets, to prevent equivocation, by obtaining
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a collective signature [243] from participating servers. After the servers release the selected

secrets, the client combines and publishes the collective random output along with a third-

party verifiable transcript of the protocol run. Anyone can subsequently check this transcript

to verify that the random output is trustworthy and unbiased, provided not too many servers

were compromised.

RANDHERD is a complementary protocol enabling a potentially large collection of servers to

form a distributed public randomness beacon, which proactively generates a regular series

of public random outputs. RandHerd runs continually and need not be initiated by any

client, but requires stateful servers. No single or sub-threshold group of failing or malicious

servers can halt the protocol, or predict or significantly bias its output. Clients can check the

trustworthiness of any published beacon output with a single, efficient check of one collective

signature [243]. RandHerd first invokes RANDHOUND once, at setup or reconfiguration time,

to divide the set of servers securely into uniformly random groups, and to generate a short-

term aggregate public key used to produce and verify individual beacon outputs. RANDHERD

subsequently uses a threshold collective signing protocol based on Shamir secret sharing [33,

227], to generate random outputs at regular intervals. Each of RANDHERD’s random outputs

doubles as a collective Schnorr signature [235, 243], which clients can validate efficiently

against the group’s aggregate public key.

The dominant cost in both protocols is publicly verifiable secret sharing (PVSS), which nor-

mally incurs O(n3) communication and computation costs on each of n participants. RAND-

HOUND and RANDHERD run PVSS only among smaller groups, however, whose configured

size c serves as a security parameter. RANDHOUND, therefore, reduces the asymptotic cost

to O(n) if c is constant. By leveraging efficient tree-structured communication, RANDHERD

further reduces the cost of producing successive beacon outputs to O(logn) per server.

We implemented the RANDHOUND and RANDHERD protocols in Go, and made these imple-

mentations freely available as part of the EPFL DEDIS lab’s Cothority framework.1 Experiments

with our prototype implementations show that, among a collective of 512 globally-distributed

servers divided into groups of 32, RANDHERD can produce a new 32-byte collective random

output every 6 seconds, following a one-time setup process using RANDHOUND that takes ap-

proximately 260 seconds. The randomness verification overhead of RANDHERD is equivalent

to verifying a single Schnorr multisignature [221], typically less than 100 bytes in size, which

clients can check in constant time. Using RANDHOUND alone to produce a random output on

demand, it takes approximately 240 seconds to produce randomness and approximately 76

seconds to verify it using the produced 4 MByte transcript. In this configuration, a Byzantine

adversary can compromise the availability of either protocol with a probability of at most

0.08%.

Contributions. In this work we introduce three protocols to aid public-randomness genera-

tion in an unbiasable, and fully distributed way. In particular, we propose:

1https://github.com/dedis/cothority
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1. RANDSHARE: A Small-Scale Unbiasable Randomness Protocol. (Section 4.2.2)

2. RANDHOUND: A Verifiable Randomness Scavenging Protocol. (Section 4.3)

3. RANDHERD: A Scalable Randomness Cothority. (Section 4.4)

All three protocols provide three main properties: unbiasability, unpredictability, and avail-

ability. Unbiasability ensures that an adversary cannot influence the random output, unpre-

dictability prevents the adversary from prematurely learning the output even if he cannot

affect it, and availability enables honest participants to successfully obtain randomness.

RANDSHARE serves as a motivational example on how to achieve these properties in a scenario

when there is a small number of highly-available participants. RANDHOUND and RANDHERD

add third-party verifiability to the randomness they produce. RANDHOUND is a client/server

protocol that enables the client to obtain randomness with the cooperation of a potentially

large set of servers. Finally, RANDHERD balances security and performance trade-offs by

using RANDHOUND to set up a large-scale randomness cothority that efficiently produces

randomness at frequent intervals. Further, we provide proof-of-concept prototypes for RAND-

HOUND and RANDHERD to demonstrate that we can achieve these properties as well as good

performance.

This chapter is organized as follows. First, Section 4.2 introduces some naive approaches

to generate distributed randomness and a correct but non-scalable way. Then, Sections 4.3

and 4.4 introduce the design and security properties of RANDHOUND and RANDHERD, respec-

tively. Finally, Section 4.5 evaluates the prototype implementations of both protocols and

Section 4.6 concludes.

4.2 How (not) to Generate Randomness

We first introduce notation which RANDHOUND and RANDHERD build on. We then consider a

series of strawman protocols illustrating the key challenges in distributed randomness genera-

tion of commitment, selective aborts, and malicious secret shares. We end with RANDSHARE,

a protocol that offers the desired properties, but unlike RANDHOUND and RANDHERD is not

third-party verifiable and does not scale well.

For the rest of the work, we denote by G a multiplicatively written cyclic group of order q

with generator G , where the set of non-identity elements in G is written as G∗. We denote by

(xi )i∈I a vector of length |I | with elements xi , for i ∈ I . Unless stated otherwise, we denote the

private key of a node i by xi and the corresponding public key by Xi =Gxi .

4.2.1 Insecure Approaches to Public Randomness

For expositional clarity, we summarize a series of inadequate strawman designs: (I) a naive,

trivially insecure design, (II) one that uses a commit-then-reveal process to ensure unpre-

50



4.2. How (not) to Generate Randomness

dictability but fails to be unbiasable, and (III) one that uses secret sharing to ensure unbi-

asability in an honest-but-curious setting, but is breakable by malicious participants.

Strawman I. The simplest protocol for producing a random output r =⊕n−1
i=0 ri requires each

peer i to contribute their secret input ri under the (false) assumption that a random input

from any honest peer would ensure unbiasability of r . However, a dishonest peer j can force

the output value to be r̂ by choosing r j = r̂
⊕

i :i 6= j ri upon seeing all other inputs.

Strawman II. To prevent the above attack, we want to force each peer to commit to their

chosen input before seeing other inputs by using a simple commit-then-reveal approach.

Although the output becomes unpredictable as it is fixed during the commitment phase, it

is not unbiasable because a dishonest peer can choose not to reveal his input upon seeing

all other openings of committed inputs. By repeatedly forcing the protocol to restart, the

dishonest peer can obtain an output that is beneficial for him, even though he cannot choose

its exact value. The above scenario shows an important yet subtle difference between an

output that is unbiased when a single, successful run of the protocol is considered, and an

output that is unbiasable in a more realistic scenario, when the protocol repeats until some

output is produced. An attacker’s ability to re-toss otherwise-random coins he does not like is

central to the reason peer-to-peer networks that use cryptographic hashes as participant IDs

are vulnerable to clustering attacks [166].

Strawman III. To address this issue, we wish to ensure that a dishonest peer either cannot

force the protocol to abort by refusing to participate, or cannot benefit from doing so. Using a

(t ,n)-secret sharing scheme, we can force the adversary to commit to his action before knowing

which action is favorable to him. First, all n peers, where at most f are dishonest, distribute

secret shares of their inputs using a t = f +1 recovery threshold. Only after each peer receives

n shares will they reconstruct their inputs and generate r . The threshold t = f +1 prevents

a dishonest peer from learning anything about the output value. Therefore, he must blindly

choose to abort the protocol or to distribute his share. Honest peers can then complete the

protocol even if he stops participating upon seeing the recovered inputs. Unfortunately, a

dishonest peer can still misbehave by producing bad shares, preventing honest peers from

successfully recovering identical secrets.

4.2.2 RandShare: Small-Scale Unbiasable Randomness Protocol

RANDSHARE is an unbiasable randomness protocol that ensures unbiasability , unpredictabil-

ity, and availability, but is practical only at small scale due to O(n3) communication overhead.

RANDSHARE introduces key concepts that we will re-use in the more scalable RANDHOUND

protocol (Section 4.3).

RANDSHARE extends the approach for distributed key-generation in a synchronous model

of Gennaro et al. [111] by adopting a point-of-no-return strategy implemented through the

concept of a barrier, a specific point in the protocol execution after which the protocol always
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completes successfully, and by extending it to the asynchronous setting, where the adversary

can break timing assumptions [48, 49].

In RANDSHARE, the protocol output is unknown but fixed as a function of f +1 inputs. After

the barrier point, the protocol output cannot be changed and all honest peers eventually

output the previously fixed value, regardless of the adversary’s behavior. In RANDSHARE, we

define the barrier at the point where the first honest member reveals the shares he holds.

We assume a Byzantine adversary and an asynchronous network where messages are even-

tually delivered. Let N = {1, . . . ,n} denote the list of peers that participate in RANDSHARE and

n = 3 f +1, where f is the number of dishonest peers. Let t = f +1 be the VSS threshold. We as-

sume every peer has a copy of a public key X j for all j 6= i , and that only valid, properly-signed

messages are accepted.

Each RANDSHARE peer i ∈ N executes the following steps:

1. Share Distribution.

1. Select coefficients ai k ∈R Z
∗
q of a degree t−1 secret sharing polynomial si (x) =∑t−1

k=0 ai k xk .

The secret to be shared is si (0) = ai 0.

2. Compute polynomial commitments Ai k = Gai k , for all k ∈ {0, . . . , t −1}, and calculate

secret shares si ( j ) for all j ∈ N.

3. Securely send si ( j ) to peer j 6= i and start a Byzantine agreement (BA) run on si (0), by

broadcasting Âi = (Ai k )k∈{0,...,t−1}.

2. Share Verification.

1. Initialize a bit-vector Vi = (vi 1, . . . , vi n) to zero, to keep track of valid secrets s j (0) received.

Then wait until a message with share s j (i ) from each j 6= i has arrived.

2. Verify that each s j (i ) is valid using Â j . This may be done by checking that S j (i ) =G s j (i )

where:

S j (x) =
t−1∏
k=0

Axk

j k =G
∑t−1

k=0 a j k xk =G s j (x)

3. If verification succeeds, confirm s j (i ) by broadcasting the prepare message (p, i , j ,1)

as a positive vote on the BA instance of s j (0). Otherwise, broadcast (p, i , j , s j (i )) as a

negative vote. This also includes the scenario when Â j was never received.

4. If there are at least 2 f +1 positive votes for secret s j (0), broadcast (c, i , j ,1) as a positive

commitment. If there are at least f +1 negative votes for secret s j (0), broadcast (c, i , j ,0)

as a negative commitment.
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5. If there are at least 2 f +1 commits (c, i , j , x) for secret s j (0), set vi j = x. If x = 1, consider

the secret recoverable else consider secret s j (0) invalid.

3. Share Disclosure.

1. Wait until a decision has been taken for all entries of Vi and determine the number of

1-entries n′ in Vi .

2. If n′ > f , broadcast for each 1-entry j in Vi the share s j (i ) and abort otherwise.

4. Randomness Recovery.

1. Wait until at least t shares for each j 6= i have arrived, recover the secret sharing polyno-

mial s j (x) through Lagrange interpolation, and compute the secret s j (0).

2. Compute and publish the collective random string as:

Z =
n′⊕

j=1
s j (0)

RANDSHARE achieves unbiasability, because the secret sharing threshold t = f +1 prevents

dishonest peers from recovering the honest peers’ secrets before the barrier. The Byzantine

agreement procedures ensure that all honest peers have a consistent copy of Vi and therefore

know which n′ > f secrets will be recovered after the barrier or if the protocol run has already

failed as n′ ≤ f . Furthermore, if at least f +1 honest members sent a success message for each

share, and thus Byzantine agreement (with at least 2 f +1 prepares) has been achieved on

the validity of these shares, each honest peer will be able to recover every other peer’s secret

value. Unpredictability follows from the fact that the final random string Z contains n′ ≥ f +1

secrets; there are at most f malicious peers, and no honest peer will release his shares before

the barrier. Availability is ensured because f +1 honest nodes out of the total 2 f +1 positive

voters are able to recover the secrets, given the secret-sharing threshold t = f +1, without the

collaboration of the dishonest nodes.

4.3 RandHound: Scalable, Verifiable Randomness Scavenging

This section presents RANDHOUND, a scalable client/server protocol for producing public,

verifiable, unbiasable randomness. RANDHOUND enables a client, who initiates the protocol,

to “scavenge” public randomness from an arbitrary collection of servers. RANDHOUND uses a

commit-then-reveal approach to generate randomness, implemented via publicly verifiable

secret sharing (PVSS) [222], and it uses CoSi [243] as a witnessing mechanism to fix the

protocol output and prevent client equivocation. We first provide an overview of RANDHOUND
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and introduce the notation and threat model. We then describe randomness generation

and verification in detail, analyze the protocol’s security properties, and discuss protocol

extensions.

4.3.1 Protocol Overview

RANDHOUND employs a client/server model, in which a client invokes the services of a set

of RandHound servers to produce a random value. RANDHOUND assumes the same threat

model as RandShare, i.e., that at most f out of at least 3 f +1 participants are dishonest. If the

client is honest, we allow at most f servers to be malicious and if the adversary controls the

client then we allow at most f −1 malicious servers. We assume that dishonest participants

can send different but correctly signed messages to honest participants in stages where they

are supposed to broadcast the same message to all. Furthermore, we assume that the goal of

the adversary is to bias or DoS-attack the protocol run in the honest-client scenario, and to

bias the output in the malicious-client scenario.

We assume the client gets only one attempt to run RANDHOUND. A dishonest client might try

to run the protocol many times until he obtains a favorable output. However, each protocol

run uses a session configuration file C that uniquely identifies a protocol run and binds it to

the intended purpose of the random output. To illustrate RANDHOUND’s deployment model,

the client might be a lottery authority, which must commit ahead of time to all lottery param-

eters including the time and date of the lottery. A cryptographic hash of the configuration

parameters in C uniquely identifies the RANDHOUND protocol instance. If that protocol run

fails to produce an output, this failure triggers an alarm and an investigation, and not a silent

re-run of the protocol.

Honest RandHound servers enforce this “one-shot” rule by remembering and refusing to par-

ticipate in a second protocol run with session configuration C until the time-window defined

by C has passed. This memory of having recently participated in a session for configuration

C is the only state RandHound servers need to store for a significant time; the servers are

otherwise largely stateless.

RANDHOUND improves on RANDSHARE’s lack of scalability by sharing secrets not directly

among all other servers but only within smaller groups of servers. RANDHOUND servers share

their secrets only with their respective group members, decreasing the number of shares

they create and transmit. This reduces the communication and computational overhead

from O(n3) to O(nc2), where c is the average (constant) size of a group. The client arranges

the servers into disjoint groups. The protocol remains secure even if the client chooses a

non-random adversarial grouping, however, because the client must employ all groups and

the pigeonhole principle ensures that at least one group is secure.

Each server chooses its random input value and creates shares only for other members of

the same group using PVSS. The server sends the encrypted shares to the client together

54



4.3. RandHound: Scalable, Verifiable Randomness Scavenging
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Figure 4.1 – An overview of the RANDHOUND design.

with the NIZK proofs. The client chooses a subset of server inputs from each group, omitting

servers that did not respond on time or with proper values, thus fixing each group’s secret

and consequently the output of the protocol. After the client receives a sign-off on his choice

of inputs in a global run of CoSi, the servers decrypt and send their shares to the client. The

client, in turn, combines the recovered group secrets to produce the final random output

Z . The client documents the run of the protocol in a log L, or transcript, by recording the

messages he sends and receives. The transcript serves as a third party verifiable proof of the

produced randomness. Figure 4.1 gives an overview on the RANDHOUND design.

4.3.2 Description

Let G be a group of large prime order q with generator G . Let N = {0, . . . ,n−1} denote the list of

nodes, let S = N \ {0} denote the list of servers and let f be the maximum number of permitted

Byzantine nodes. We require that n = 3 f +1. We set (x0, X0) as the key pair of the client and

(xi , Xi ) as the one of server i > 0. Further let Tl ⊂ S, with l ∈ {0, . . . ,m −1}, be pairwise disjoint

trustee groups and let tl = b|Tl |/3c+1 be the secret sharing threshold for group Tl .

The publicly available session configuration is denoted by C = (X ,T, f ,u, w), where X =
(X0, . . . , Xn−1) is the list of public keys, T = (T0, . . . ,Tm−1) is the server grouping, u is a purpose

string, and w is a timestamp. We call H(C ) the session identifier. The session configuration

and consequently the session identifier have to be unique for each protocol run. We assume

that all nodes know the list of public keys X .

The output of RANDHOUND is a random string Z which is publicly verifiable through a tran-

script L.

Randomness Generation

RANDHOUND’s randomness-generation protocol has seven steps and requires three round

trips between the client and the servers; see Figure 4.2 for an overview. All exchanged messages
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Client Server iMessages

〈I1〉x0 = 〈H(C), T, u, w〉x0

〈R1i〉xi = 〈H(I1), (Ŝij , P̂ij)j∈Tl , (Aik)k∈{0,...,tl−1}, Vi〉xi

〈I2i〉x0 = 〈H(C), c, T ′, (Ŝji, P̂ji, Hsj (i))j∈T ′
l
〉x0

〈R2i〉xi = 〈H(I2i), ri〉xi

〈I3〉x0 = 〈H(C), r, E〉x0
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(x0, X0) / (xi, Xi) Private and public key of client / server i

C Session configuration
T Group configuration
u, w Purpose string, time stamp
Ŝij / Sij Encrypted / decrypted share
P̂ij / Pij Encryption / decryption consistency proof
Aik Polynomial commitment

Hsi(j) Share commitment
Vi, c, r, E Schnorr commitment, challenge, response, exceptions
T ′ / T ′

l Chosen secrets overall / of group l

Z Collective randomness
L Transcript (protocol log)

Figure 4.2 – An overview of the RANDHOUND randomness generation process

are signed by the sending party, messages from the client to servers include the session

identifier, and messages from servers to the client contain a reply identifier that is the hash

of the previous client message. We implicitly assume that client and servers always verify

message signatures and session and reply identifiers and that they mark non-authentic or

replayed messages and ignore them from the rest of the protocol run.

RANDHOUND consists of three inquiry-response phases between the client and the servers

followed by the client’s randomness recovery.

1. Initialization (Client). The client initializes a protocol run by executing the following

steps:

(a) Set the values in C and choose a random integer rT ∈R Zq as a seed to pseudoran-

domly create a balanced grouping T of S. Record C in L.

(b) Prepare the message

〈I1〉x0 = 〈H(C ),T,u, w〉x0 ,

record it in L, and broadcast it to all servers.

2. Share Distribution (Server). To distribute shares, each trustee i ∈ Tl executes step 1 of

PVSS:

(a) Map H(C ) to a group element H ∈G∗, set tl = b|Tl |/3c+1, and (randomly) choose a

degree tl −1 secret sharing polynomial si (x). The secret to-be-shared is Si 0 =G si (0).

(b) Create polynomial commitments Ai k , for all k ∈ {0, . . . , tl −1}, and compute en-

crypted shares Ŝi j = X si ( j )
j and consistency proofs P̂i j for all j ∈ Tl .

(c) Choose vi ∈R Zq and compute Vi =Gvi as a Schnorr commitment.

(d) Prepare the message

〈R1i 〉xi = 〈H(I1), (Ŝi j , P̂i j ) j∈Tl , (Ai k )k∈{0,...,tl−1},Vi 〉xi

and send it back to the client.

56



4.3. RandHound: Scalable, Verifiable Randomness Scavenging

3. Secret Commitment (Client). The client commits to the set of shared secrets that

contribute to the final random string, and asks servers to co-sign his choice:

(a) Record each received 〈R1i 〉xi message in L.

(b) Verify all Ŝi j against P̂i j using Xi and Ai k . Buffer each (correct) H si ( j ) created in

the process. Mark each share that does not pass the verification as invalid, and do

not forward the corresponding tuple (Ŝi j , P̂i j , H si ( j )) to the respective trustee.

(c) Create the commitment to the final list of secrets T ′ = (T ′
0, . . . ,T ′

m−1) by randomly

selecting T ′
l ⊂ Tl such that |T ′

l | = tl for all l ∈ {0, . . . ,m −1}.

(d) Compute the aggregate Schnorr commit V = ∏
i Vi and the Schnorr challenge

c =H(V ∥H(C ) ∥ T ′).

(e) Prepare the message

〈I2i 〉x0 = 〈H(C ),c,T ′, (Ŝ j i , P̂ j i , H s j (i )) j∈T ′
l
〉x0 ,

record it in L, and send it to trustee i ∈ Tl .

4. Secret Acknowledgment (Server). Each trustee i ∈ Tl acknowledges the client’s com-

mitment by executing the following steps:

(a) Check that |T ′
l | = tl for each T ′

l in T ′ and that f +1 ≤∑m−1
l=0 tl . Abort if any of those

conditions does not hold.

(b) Compute the Schnorr response ri = vi − cxi .

(c) Prepare the message

〈R2i 〉xi = 〈H(I2i ),ri 〉xi

and send it back to the client.

5. Decryption Request (Client). The client requests the decryption of the secrets from the

trustees by presenting a valid Schnorr signature on his commitment:

(a) Record each received 〈R2i 〉xi message in L.

(b) Compute the aggregate Schnorr response r =∑
i ri and create a list of exceptions

E that contains information on missing server commits and/or responses.

(c) Prepare the message

〈I3〉x0 = 〈H(C ),r,E〉x0 ,

record it in L, and broadcast it to all servers.

6. Share Decryption (Server). To decrypt received shares, each trustee i ∈ Tl performs

step 2 of PVSS:
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(a) Check that (c,r ) forms a valid Schnorr signature on T ′ taking exceptions recorded

in E into account and verify that at least 2 f +1 servers signed. Abort if any of those

conditions do not hold.

(b) Check for all j ∈ T ′
l that Ŝ j i verifies against P̂ j i using H s j (i ) and public key Xi .

(c) If the verification fails, mark Ŝ j i as invalid and do not decrypt it. Otherwise, decrypt

Ŝ j i by computing S j i = (Ŝ j i )x−1
i =G s j (i ) and create a decryption consistency proof

P j i .

(d) Prepare the message

〈R3i 〉xi = 〈H(I3), (S j i ,P j i ) j∈T ′
l
〉xi

and send it back to the client.

7. Randomness Recovery (Client). To construct the collective randomness, the client

performs step 3 of PVSS:

(a) Record all received 〈R3i 〉xi messages in L.

(b) Check each share S j i against P j i and mark invalid ones.

(c) Use Lagrange interpolation to recover the individual Si 0 that have enough valid

shares Si j and abort if even a single one of the secrets previously committed to in

T ′ cannot be reconstructed.

(d) Compute the collective random value as

Z = ∏
i∈⋃

T ′
l

Si 0 ,

and publish Z and L.

Randomness Verification

A verifier who wants to check the validity of the collective randomness Z against the transcript

L = (C ,〈I1〉x0 ,〈R1i 〉xi ,〈I2i 〉x0 ,〈R2i 〉xi ,〈I3〉x0 ,〈R3i 〉xi )

has to perform the following steps:

1. Verify the values of arguments included in the session configuration C = (X ,T, f ,u, w).

Specifically, check that |X | = n = 3 f +1, that groups Tl defined in T are non-overlapping

and balanced, that |X | = ∑m−1
l=0 |Tl |, that each group threshold satisfies tl = |Tl |/3+1,

that u and w match the intended use of Z , and that the hash of C matches H(C ) as

recorded in the messages.

2. Verify all signatures of 〈I1〉x0 , 〈R1i 〉xi , 〈I2i 〉x0 , 〈R2i 〉xi 〈I3〉x0 , and 〈R3i 〉xi . Ignore invalid

messages for the rest of the verification.
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3. Verify that H(I1) matches the hash recorded in R1i . Repeat for I2i and R2i , and I3 and R3i .

Ignore messages that do not include the correct hash.

4. Check that T ′ contains at least f +1 secrets, that the collective signature on T ′ is valid

and that at least 2 f +1 servers contributed to the signature (taking into account the

exceptions in E).

5. Verify each recorded encrypted share Ŝi j , whose secret was chosen in T ′, against the

proof P̂i j using Xi and Ai k . Abort if there are not enough shares for any secret chosen in

T ′.

6. Verify each recorded decrypted share Si j against the proof Pi j where the corresponding

Ŝi j was found to be valid. Abort if there are not enough shares for any secret chosen in

T ′.

7. Verify Z by recovering Z ′ from the recovered individual secrets Si 0 and by checking that

Z = Z ′. If the values are equal, then the collective randomness Z is valid. Otherwise,

reject Z .

4.3.3 Security Properties

RANDHOUND provides the following security properties:

1. Availability. For an honest client, the protocol successfully completes and produces the

final random output Z with high probability.

2. Unpredictability. No party learns anything about the final random output Z , except

with negligible probability, until the secret shares are revealed.

3. Unbiasability. The final random output Z represents an unbiased, uniformly random

value, except with negligible probability.

4. Verifiability. The collective randomness Z is third-party verifiable against the transcript

L, that serves as an unforgeable attestation that the documented set of participants

ran the protocol to produce the one-and-only random output Z , except with negligible

probability.

In the discussion below, we assume that each honest node follows the protocol and that

all cryptographic primitives RANDHOUND uses, provide their intended security properties.

Specifically, the (t ,n)-PVSS scheme ensures that a secret can be recovered only by using a

minimum of t shares and that the shares do not leak information about the secret.

Availability. Our goal is to ensure that an honest client can successfully complete the protocol,

even in the presence of adversarial servers that misbehave arbitrarily, including by refusing
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to participate. A dishonest client can always abort the protocol, or simply not run it, so we

do not consider a “self-DoS” by the client to be an attack on availability. In the remaining

security properties, we can thus restrict our concern to attacks in which a dishonest client

might corrupt (e.g., bias) the output without affecting the output’s availability.

According to the protocol specification, an honest client randomly assigns (honest and dis-

honest) nodes to their groups. Therefore, each group’s ratio of honest to dishonest nodes will

closely resemble the overall ratio of honest to dishonest nodes in the entire set. Given that

n = 3 f +1, the expected number of nodes in a group Tl is about 3 f /m. The secret-sharing

threshold of tl = |Tl |/3+ 1 = (3 f /m)/3+ 1 = f /m + 1 enables 2 f /m honest nodes in each

group to recover its group secret without the collaboration of malicious nodes. This ensures

availability, with high probability, when the client is honest. Section 4.5.3 analyzes of the

failure probability of a RANDHOUND run for different parameter configurations.

Unpredictability. We want to ensure that output Z remains unknown to the adversary until

step 7 of the protocol, when honest nodes decrypt and reveal the secret shares they hold.

The random output Z is a function of m group secrets, where each group contributes exactly

one secret that depends on tl inputs from group members. Further, each input is recoverable

using PVSS with tl shares. In order to achieve unpredictability, there must be at least one

group secret that remains unknown to the adversary until step 7.

We will show that there exists at least one group for which the adversary cannot prematurely

recover the group’s secret. An adversary who controls the dishonest client can deviate from

the protocol description and arbitrarily assign nodes to groups. Assuming that there are h

honest nodes in total and m groups, then by the generalized pigeonhole principle, regardless

of how the dishonest client assigns the groups, there will be at least one group which contains

at least dh/me nodes. In other words, there must be at least one group with at least an average

number of honest nodes. Therefore, we set the threshold for secret recovery for each group

l such that the number of nodes needed to recover the group secret contains at least one

honest node, that is, |Tl | −h/m + 1 = f /m + 1. In RANDHOUND, we have n = 3 f + 1 and

tl = |Tl |/3+1 = (3 f /m)/3+1 = f /m +1 as needed.

Consequently, the adversary will control at most m −1 groups and obtain at most m −1 group

secrets. Based on the properties of PVSS, and the fact that Z is a function of all m group secrets,

the adversary cannot reconstruct Z without the shares held by honest nodes that are only

revealed in step 7.

Unbiasability. We want to ensure that an adversary cannot influence the value of the random

output Z .

In order to prevent the adversary from controlling the output Z , we need to ensure that there

exists at least one group for which the adversary does not control the group’s secret. If, for

each group, the adversary can prematurely recover honest nodes’ inputs to the group secret

60



4.3. RandHound: Scalable, Verifiable Randomness Scavenging

and therefore be able to prematurely recover all groups’ secrets, then the adversary can try

many different valid subsets of the groups’ commits to find the one that produces the Z most

beneficial to him. If for each group, the adversary can exclude honest nodes from contributing

inputs to the group secret, then the adversary has full control over all group secrets, hence Z .

As argued in the discussion of unpredictability, there exists at least one group for which the

adversary does not control its group secret. Furthermore, the requirement that the client

has to select tl inputs from each group in his commitment T ′ ensures that at least
∑m−1

l=0 tl =∑m−1
l=0 f /m +1 = f +m inputs contribute to the group secrets, and consequently to the output

Z . Combining these two arguments, we know that there is at least one group that is not

controlled by the adversary and at least one honest input from that group contributes to Z .

As a result, the honest member’s input randomizes the group’s secret and Z , regardless of the

adversary’s actions.

Lastly, the condition that at least 2 f +1 servers must sign off on the client’s commitment T ′

ensures that a malicious client cannot arrange malicious nodes in such a way that would

enable him to mount a view-splitting attack. Without that last condition, the adversary could

use different arrangements of honest and dishonest inputs that contribute to Z and generate

multiple collective random values with valid transcripts from which he could choose and

release his preferred one.

Verifiability. In RANDHOUND, only the client obtains the final random output Z . In order

for Z to be usable in other contexts and by other parties, any third party must be able to

independently verify that Z was properly generated. Therefore, the output of RANDHOUND

consists of Z and a transcript L, which serves as third-party verifiable proof of Z . The transcript

L must (a) enable the third party to replay the protocol execution and (b) be unforgeable.

L contains all messages sent and received during the protocol execution, as well as the session

configuration C . If the verifying party finds C acceptable, specifically the identities of partici-

pating servers, he can replay the protocol execution and verify the behavior of the client and

the servers, as outlined in Section 4.3.2. After a successful protocol run completes, the only

relevant protocol inputs that remain secret are the private keys of the client and the servers.

Therefore, any third party on its own can verify L and decide on its validity since the private

keys are only used to produce signatures and the signatures are verified using the public keys.

For the adversary to forge the transcript (produce a different valid transcript without an actual

run of the protocol), he must be in possession of the secret keys of all participant listed in C ,

violating the assumption that at most f nodes are controlled by the adversary.

Therefore, under the assumption that all cryptographic primitives used in RANDHOUND offer

their intended security properties, it is infeasible for any party to produce a valid transcript,

except by legitimately running the protocol to completion with the willing participation of the

at least
∑m−1

l=0 |T ′
l | servers listed in the client’s commitment vector T ′ (step 3).

Further Considerations. In each protocol run, the group element H is derived from the
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session identifier H(C ), which mitigates replay attacks. A malicious server that tries to replay

an old message is immediately detected by the client, as the replayed PVSS proofs will not verify

against the new H . It is also crucial for RANDHOUND’s security that none of the participants

knows a logarithm a with G = H a . Otherwise the participant can prematurely recover secret

shares since (H si ( j ))a = H asi ( j ) =G si ( j ) = Si j , which violates RANDHOUND’s unpredictability

property and might even enable a malicious node to bias the output. This has to be taken into

account when deriving H from H(C ). The naive way to map H(C ) to a scalar a and then set

H =Ga is obviously insecure as G = H 1/a . The Elligator mappings [28] provide a secure option

for elliptic curves.

4.3.4 Extensions

Each Lagrange interpolation that the client has to perform to recover a server’s secret can be

replaced by the evaluation of a hash function as follows: Each server i sends, alongside his

encrypted shares, the value H(si (0)) as a commitment to the client in step 2. After the client’s

request to decrypt the shares, each server, whose secret was chosen in T ′, replies directly

with si (0). The client checks the received value against the server’s commitment and, if valid,

integrates it into Z .

Note that the verification of the commitment is necessary, as a malicious server could oth-

erwise just send an arbitrary value as his secret that would be integrated into the collective

randomness thereby making it unverifiable against the transcript L. The client can still recover

the secret as usual from the decrypted shares with Lagrange interpolation if the above check

fails or if the respective server is unavailable.

Finally, SCRAPE [53] provides a new approach to decentralized randomness that builds upon

an improved version of PVSS. While this approach is orthogonal to ours, the improved PVSS

scheme has a lower verification complexity and can be used to reduce the complexity of

RANDHOUND from O(c2n) to O(cn), making it more scalable.

4.4 RandHerd: A Scalable Randomness Cothority

This section introduces RANDHERD, a protocol that builds a collective authority or cothor-

ity [243] to produce unbiasable and verifiable randomness. RANDHERD serves as a decentral-

ized randomness beacon [193, 210], efficiently generating a regular stream of random outputs.

RANDHERD builds on RANDHOUND, but requires no distinguished client to initiate it, and

significantly improves repeat-execution performance.

We first outline RANDHERD, then detail the protocol, analyze its security properties, and

explore protocol extensions.
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4.4.1 Overview

RANDHERD provides a continually-running decentralized service that can generate publicly

verifiable and unbiasable randomness on demand, at regular intervals, or both. RANDHERD’s

goal is to reduce communication and computational overhead of the randomness generation

further from RANDHOUND’s O(c2n) to O(c2 logn) given a group size c. To achieve this, RAND-

HERD requires a one-time setup phase that securely shards cothority nodes into subgroups,

then leverages aggregation and communication trees to generate subsequent random outputs.

As before, the random output r̂ of RANDHERD is unbiasable and can be verified, together

with the corresponding challenge ĉ, as a collective Schnorr signature against RANDHERD’s

collective public key. Section 4.3 illustrates RANDHERD’s design.

RANDHERD’s design builds on RANDHOUND, CoSi [243], and a (t ,n)-threshold Schnorr signa-

ture (TSS) scheme [235] that implements threshold-based witness cosigning (TSS-CoSi).

A cothority configuration C defines a given RANDHERD instance, listing the public keys of

participating servers and their collective public key X . The RANDHERD protocol consists of

RandHerd-Setup, which performs one-time setup, and RandHerd-Round, which produces

successive random outputs.

The setup protocol uses RANDHOUND to select a RANDHERD leader at random and arrange

nodes into verifiably unbiased random groups. Each group runs the key generation phase

of TSS to establish a public group key X̂l , such that each group member holds a share of the

corresponding private key x̂l . Each group can issue a collective signature with the cooperation

of tl of nodes. All public group keys contribute to the collective RANDHERD public key X̂ ,

which is endorsed by individual servers in a run of CoSi.

Once operational, to produce each random output, RANDHERD generates a collective Schnorr

signature (ĉ, r̂ ) on some input w using TSS-CoSi and outputs r̂ as randomness. TSS-CoSi

modifies CoSi to use threshold secret sharing (TSS) rather than CoSi’s usual exception mecha-

nism to handle node failures, as required to ensure bias-resistance despite node failures. All

m RANDHERD groups contribute to each output, but each group’s contribution requires the

participation of only tl members. Using TSS-CoSi to generate and collectively certify random

outputs allows clients to verify any RANDHERD output via a simple Schnorr signature check

against public key X̂ .

4.4.2 Description

Let N = {0, . . . ,n −1} denote the list of all nodes, and let f denote the maximum number of

permitted Byzantine nodes. We assume that n = 3 f +1. The private and public key of a node

i ∈ N is xi and Xi =Gxi , respectively. Let C denote the cothority configuration file listing the

public keys of all nodes, the cothority’s collective public key X̂ =∏n−1
j=0 X̂ j , contact information

such as IP address and port number, default group sizes for secret sharing, and a timestamp

on when C was created. Each node has a copy of C .
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Figure 4.3 – An overview on the RANDHERD design

RandHerd-Setup

The setup phase of RANDHERD consists of the following four steps:

1. Leader Election. When RANDHERD starts, each node generates a lottery ticket ti =H(C ∥
Xi ) for every i ∈ N and sorts them in an ascending order. The ticket ti with the lowest

value wins the lottery and the corresponding node i becomes the tentative RANDHERD

leader. If this leader is or becomes unavailable, leadership passes to the next node in

ascending order. A standard view-change protocol [149, 55] manages the transition

between successive leaders. In summary, any server who is dissatisfied with the current

leader’s progress broadcasts a view-change message for the next leader. Such messages

from at least f +1 nodes force a view change, and the new leader begins operation

upon receiving at least 2 f +1 such “votes of confidence.” Section 4.4.5 discusses an

improvement to leader election to make successive leaders unpredictable.

2. Seed Generation. The leader assumes the role of the RANDHOUND client and runs

the protocol, with all other nodes acting as RANDHOUND servers. Each leader has

only one chance to complete this step. If he fails, the next node, as determined by the

above lottery, steps in and attempts to execute RANDHOUND. After a successful run of

RANDHOUND, the leader obtains the tuple (Z ,L), where Z is a collective random string

and L is the publicly verifiable transcript that proves the validity of Z . Lastly, the current

leader broadcasts (Z ,L) to all nodes.

3. Group Setup. Once the nodes receive (Z ,L), they use L to verify Z , and then use Z as a

seed to compute a random permutation of N resulting in N′. Afterwards N′ is sharded

into m groups Tl of the same size as in RANDHOUND, for l ∈ {0, . . . ,m −1}. The node at

index 0 of each group becomes the group leader and the group leader of the first group
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takes up the role of the temporary RANDHERD leader. If any of the leaders is unavailable,

the next one, as specified by the order in N′, steps in. After this step, all nodes know their

group assignments and the respective group leaders run a TSS-setup to establish the

long-term group secret x̂l using a secret sharing threshold of tl = |Tl |/3+1. All group

leaders report back to the current RANDHERD leader with the public group key X̂l .

4. Key Certification. As soon as the RANDHERD leader has received all X̂ j , he combines

them to get the collective RANDHERD public key X̂ =∏m−1
j=0 X̂ j and starts a run of the CoSi

protocol to certify X̂ by requesting a signature from each individual node. Therefore, the

leader sends X̂ together with all X̂ j and each individual node checks that X̂ j corresponds

to its public group key and that X̂ is well-formed. Only if both checks succeed, the node

participates in the co-signing request, otherwise, it refuses. The collective signature on

X̂ is valid if there are least f /m +1 signatures from each group and the total number of

individual signatures across the groups is at least 2 f +1. Once a valid signature on X̂ is

established, the setup of RANDHERD is completed. The validity of X̂ can be verified by

anyone by using the collective public key X , as specified in the configuration C .

After a successful setup, RANDHERD switches to the operational randomness generation mode.

Below we describe how the protocol works with an honest and available leader. A dishonest or

failed leader can halt progress at any time, but RandHerd-Round uses a view-change protocol

as in RandHerd-Setup to recover from leader failures.

RandHerd-Round

In this mode, we distinguish between communications from the RANDHERD leader to group

leaders, from group leaders to individual nodes, and communications between all nodes

within their respective group. Each randomness generation run consists of the following seven

steps and can be executed periodically:

1. Initialization (Leader). The RANDHERD leader initializes a protocol run by broadcasting

an announcement message containing a timestamp w to all group leaders. All groups

will cooperate to produce a signature (ĉ, r̂ ) on w .

2. Group Secret Setup / Commitment (Groups / Servers). Upon the receipt of the an-

nouncement, each group creates a short-term secret v̂l , using a secret sharing threshold

tl , to produce a group commitment V̂l =G v̂l that will be used towards a signature of w .

Furthermore, each individual node randomly chooses vi ∈R Zq , creates a commitment

Vi = Gvi that will be used to globally witness, hence validate the round challenge ĉ,

and sends it to the group leader. The group leader aggregates the received individual

commitments into Ṽl =
∏

i∈Tl
Vi and sends (V̂l ,Ṽl ) back to the RANDHERD leader.

3. Challenge (Leader). The RANDHERD leader aggregates the respective commitments

into V̂ = ∏m−1
l=0 V̂l and Ṽ = ∏m−1

l=0 Ṽl , and creates two challenges ĉ = H(V̂ ∥ w) and c̃ =
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H(Ṽ ∥ V̂ ). Afterwards, the leader sends (ĉ, c̃) to all group leaders that in turn re-broadcast

them to the individual servers of their group.

4. Response (Servers). Server i stores the round group challenge ĉ for later usage, creates

its individual response ri = vi − c̃xi , and sends it back to the group leader. The latter

aggregates all responses into r̃l =
∑

i∈Tl
ri and creates an exception list Ẽl of servers in

his group that did not respond or sent bad responses. Finally, each group leader sends

(r̃l , Ẽl ) to the RANDHERD leader.

5. Secret Recovery Request (Leader). The RANDHERD leader gathers all exceptions Ẽl

into a list Ẽ , and aggregates the responses into r̃ = ∑m−1
l=0 r̃l taking Ẽ into account. If

at least 2 f +1 servers contributed to r̃ , the RANDHERD leader sends the global group

commitment V̂ and the signature (c̃, r̃ , Ẽ) to all group leaders thereby requesting the

recovery of the group secrets.

6. Group Secret Recovery (Groups / Servers). The group leaders re-broadcast the received

message. Each group member individually checks that (c̃, r̃ , Ẽ) is a valid signature on

V̂ and only if it is the case and at least 2 f +1 individual servers signed off, they start

reconstructing the short-term secret v̂l . The group leader creates the group response

r̂l = v̂l − ĉ x̂l and sends it to the RANDHERD leader.

7. Randomness Recovery (Leader). The RANDHERD leader aggregates all responses r̂ =∑m−1
l=0 r̂l and, only if he received a reply from all groups, he releases (ĉ, r̂ ) as the collective

randomness of RANDHERD.

Randomness Verification

The collective randomness (ĉ, r̂ ) of RANDHERD is a collective Schnorr signature on the times-

tamp w , which is efficiently verifiable against the aggregate group key X̂ .

4.4.3 Security Properties

RANDHERD provides the following security properties:

1. Availability. Given an honest leader, the protocol successfully completes and produces

the final random output Z with high probability.

2. Unpredictability. No party learns anything about the final random output Z , except

with negligible probability, until the group responses are revealed.

3. Unbiasability. The final random output Z represents an unbiased, uniformly random

value, except with negligible probability.

4. Verifiability. The collective randomness Z is third-party verifiable as a collective Schnorr

signature under X̂ .
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We make the same assumptions as in the case of RANDHOUND (Section 4.3.3) on the behavior

of the honest nodes and the cryptographic primitives RANDHERD employs.

RANDHERD uses a simple and predictable ahead-of-time election mechanism to choose the

temporary RANDHERD leader in the setup phase. This approach is sufficient because the

group assignments and the RANDHERD leader for the randomness phase of the protocol are

chosen based on the output of RANDHOUND. RANDHOUND’s properties of unbiasability and

unpredictability hold for honest and dishonest clients. Therefore, the resulting group setup

has the same properties in both cases.

Availability. Our goal is to ensure that with high probability the protocol successfully com-

pletes, even in the presence of an active adversary.

As discussed above, the use of RANDHOUND in the setup phase ensures that all groups are

randomly assigned. If the RANDHERD leader makes satisfactory progress, the secret sharing

threshold tl = f /m +1 enables 2 f /m honest nodes in each group to reconstruct the short-

term secret v̂l , hence produce the group response r̂l without requiring the collaboration of

malicious nodes. An honest leader will make satisfactory progress and eventually, output r̂ at

the end of step 7. This setup corresponds to a run of RANDHOUND by an honest client. There-

fore, the analysis of the failure probability of a RANDHOUND run described in Section 4.5.3 is

applicable to RANDHERD in the honest leader scenario.

In RANDHERD, however, with a probability f /n, a dishonest client will be selected as the

RANDHERD leader. Although the choice of a dishonest leader does not affect the group

assignments, he might arbitrarily decide to stop making progress at any point of the protocol.

We need to ensure RANDHERD’s availability over time, and if the current leader stops making

adequate progress, we move to the next leader indicated by the random output of RANDHOUND

and, as with common BFT protocols, we rely on view change [55, 149] to continue operations.

Unpredictability. We want to ensure that the random output of RANDHERD remains unknown

until the group responses r̂l are revealed in step 6.

The high-level design of RANDHERD closely resembles that of RANDHOUND. Both protocols

use the same thresholds, assign n nodes into m groups, and each group contributes exactly

one secret towards the final random output of the protocol. Therefore, as in RANDHOUND,

there will similarly be at least one RANDHERD group with at least an average number of honest

nodes. Furthermore, the secret-sharing and required group inputs threshold of tl = f +1

guarantees that for at least one group, the adversary cannot prematurely recover v̂l and

reconstruct the group’s response r̂l . Therefore, before step 6, the adversary will control at most

m −1 groups and obtain at most m −1 out of m responses that contribute to r̂ .

Unbiasability. Our goal is to prevent the adversary from biasing the value of the random

output r̂ .

As in RANDHOUND, we know that for at least one group the adversary cannot prematurely

67



Chapter 4. Scalable Bias-Resistant Distributed Randomness

recover r̂l and that r̂l contains a contribution from at least one honest group member. Further,

the requirement that the leader must obtain a sign-off from 2 f +1 individual nodes in step 4

on his commitment V̂ , fixes the output value r̂ before any group secrets r̂l are produced. This

effectively commits the leader to a single output r̂ .

The main difference between RANDHOUND and RANDHERD is the fact that an adversary who

controls the leader can affect unbiasability by withholding the protocol output r̂ in step 7,

if r̂ is not beneficial to him. A failure of a leader would force a view change and therefore a

new run of RANDHERD, giving the adversary at least one alternative value of r̂ , if the next

selected leader is honest, or several tries if multiple successive leaders are dishonest or the

adversary can successfully DoS them. The adversary cannot freely choose the next value

of r̂ , nor go back to the previous value if the next one is not preferable, the fact that he can

sacrifice a leadership role to try for an alternate outcome constitutes bias. This bias is limited,

as the view-change schedule must eventually appoint an honest leader, at which point the

adversary has no further bias opportunity. Section 4.4.4 further addresses this issue with an

improvement ensuring that an adversary can hope to hold leadership for at most O(logn)

such events before permanently losing leadership and hence bias opportunity.

Verifiability. The random output r̂ generated in RANDHERD is obtained from a TSS-CoSi

Schnorr signature (ĉ, r̂ ) on input w against a public key X̂ . Any third-party can verify r̂ by

simply checking the validity of (ĉ, r̂ ) as a standard Schnorr signature on input w using X̂ .

4.4.4 Addressing Leader Availability Issues

Each run of RANDHERD is coordinated by a RANDHERD leader who is responsible for ensuring

satisfactory progress of the protocol. Although a (honest or dishonest) leader might fail and

cause the protocol failure, we are specifically concerned with intentional failures that benefit

the adversary and enable him to affect the protocol’s output.

As discussed above, once a dishonest RANDHERD leader receives responses from group leaders

in step 7, he is the first one to know r̂ and can act accordingly, including failing the protocol.

However, the failure of the RANDHERD leader does not necessarily have to cause the failure of

the protocol. Even without the dishonest leader’s participation, f /m +1 of honest nodes in

each group are capable of recovering the protocol output. They need, however, a consistent

view of the protocol and the output value that was committed to.

Instead of requiring a CoSi round to get 2 f +1 signatures on V̂ , we use a Byzantine Fault

Tolerance (BFT) protocol to reach consensus on V̂ and consequently on the global challenge

ĉ =H(V̂ ∥ w). Upon a successful completion of BFT, at least f +1 honest nodes have witnessed

that we have consensus on the V̂ . Consequently, the ĉ that is required to produce each group’s

response r̂l = v̂l − ĉ x̂l is “set in stone” at this point. If a leader fails, instead of restarting

RANDHERD, we can select a new leader, whose only allowed action is to continue the protocol

from the existing commitment. This design removes the opportunity for a dishonest leader
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biasing the output even a few times before losing leadership.

Using a traditional BFT protocol (e.g., PBFT [55]) would yield poor scalability for RANDHERD

because of the large number of servers that participate in the protocol. To overcome this

challenge, we use BFT-CoSi from ByzCoin [149], a Byzantine consensus protocol that uses

scalable collective signing, to agree on successfully delivering the commitment V̂ . Due to

the BFT guarantees RANDHERD crosses the point-of-no-return when consensus is reached.

Even if the dishonest leader, tries to bias output by failing the protocol, the new (eventually

honest) leader will be able to recover r̂ , allowing all honest servers to successfully complete

the protocol.

The downside of this BFT-commitment approach is that once consensus is reached and the

point-of-no-return is crossed, then in the rare event that an adversary controls two-thirds

of any group, the attacker can halt the protocol forever by preventing honest nodes from

recovering the committed secret. This risk may necessitate a more conservative choice of

group size, such that the chance of an adversary ever controlling any group is not merely

unlikely but truly negligible.

4.4.5 Extensions

Randomizing Temporary-Leader Election

The current set-up phase of RANDHERD uses a simple leader election mechanism. Because

the ticket generation uses only values known to all nodes, it is efficient as it does not require

any communication between the nodes but makes the outcome of the election predicable

as soon as the cothority configuration file C is available. We use this mechanism to elect a

temporary RANDHERD leader whose only responsibility is to run and provide the output of

RANDHOUND to other servers. RANDHOUND’s unbiasability property prevents the dishonest

leader from biasing its output. However, an adversary can force f restarts of RANDHOUND

and can, therefore, delay the setup by compromising the first (or next) f successive leaders in

a well-known schedule.

To address this issue, we can use a lottery mechanism that depends on verifiable random

functions (VRFs) [180], which ensures that each participant obtains an unpredictable “fair-

share” chance of getting to be the leader in each round. Each node produces its lottery ticket

as ti = H(C ∥ j )xi , where C is the group configuration, j is a round number, and xi is node

i ’s secret key, along with a NIZK consistency proof showing that ti is well-formed. Since an

adversary has at least a constant and unpredictable chance of losing the leadership to some

honest node in each lottery, this refinement ensures with high probability that an adversary

can induce at most O(logn) successive view changes before losing leadership.
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BLS Signatures

Through the use of CoSi and TSS, RANDHERD utilizes collective Schnorr signatures in a thresh-

old setting. Other alternatives are possible. Specifically, Boneh-Lynn-Shacham (BLS) [39]

signatures require pairing-based curves, but offer even shorter signatures (a single elliptic

curve point) and a simpler signing protocol. In the simplified design using BLS signatures,

there is no need to form a fresh Schnorr commitment collectively, and the process does not

need to be coordinated by a group leader. Instead, a member of each subgroup, whenever

it has decided that the next round has arrived, produces and releases its share for a BLS

signature of the message for the appropriate time (based on a hash of view information and

the wall-clock time or sequence number). Each member of a given subgroup waits until a

threshold number of BLS signature shares are available for that subgroup, and then forms

the BLS signature for this subgroup. The first member to do so can then simply announce or

gossip it with members of other subgroups, combining subgroup signatures until a global BLS

signature is available (based on a simple combination of the signatures of all subgroups). This

activity can be unstructured and leaderless, since no “arbitrary choices” need to be made per-

transaction: the output of each time-step is completely deterministic but cryptographically

random and unpredictable before the designated time.

4.5 Evaluation

This section experimentally evaluates our prototype implementations of RANDHOUND and

RANDHERD. The primary questions we wish to evaluate are whether architectures of the two

protocols are practical and scalable to large numbers, e.g., hundreds or thousands of servers,

in realistic scenarios. Important secondary questions are what the important costs are, such

as randomness generation latencies and computation costs. We start with some details on the

implementation itself, followed by our experimental results, and finally, describe our analysis

of the failure probability for both protocols.

4.5.1 Implementation

We implemented PVSS, TSS, RANDHOUND, and RANDHERD in Go [118] and made these

implementations available on GitHub as part of the EPFL DEDIS lab’s Cothority framework.2

We reused existing cothority framework code for CoSi and network communication, and built

on the DEDIS advanced crypto library3 for cryptographic operations such as Shamir secret

sharing, zero-knowledge proofs, and optimized arithmetic on the popular Curve25519 elliptic

curve [25]. As a rough indicator of implementation complexity, Table 4.1 shows approximate

lines of code (LoC) of the new modules. Line counts were measured with GoLoC.4

2https://github.com/dedis/cothority
3https://github.com/dedis/crypto
4https://github.com/gengo/goloc
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Table 4.1 – Lines of code per module

PVSS TSS RANDHOUND RANDHERD

300 700 1300 1000

4.5.2 Performance Measurements

Experimental Setup

We ran all our experiments on DeterLab5 using 32 physical machines, each equipped with

an Intel Xeon E5-2650 v4 (24 cores at 2.2 GHz), 64 GBytes of RAM, and a 10 Gbps network

link. To simulate a globally-distributed deployment realistically, we restricted the bandwidth

of all intern-node connections to 100 Mbps and imposed 200 ms round-trip latencies on all

communication links.

To scale our experiments up to 1024 participants given limited physical resources, we over-

subscribed the DeterLab servers by up to a factor of 32, arranging the nodes such that most

messages had to go through the network. To test the influence of oversubscription on our

experiments, we reran the same simulations with 16 servers only. This resulted in an over-

head increase of about 20%, indicating that our experiments are already CPU-bound and not

network-bound at this scale. We, therefore, consider these simulation results to be pessimistic:

real-world deployments on servers that are not oversubscribed in this way may yield better

performance.

RANDHOUND

Figure 4.4 shows the CPU-usage costs of a complete RANDHOUND run that generates a random

value from N servers. We measured the total costs across all servers, plus the costs of the client

that coordinates RANDHOUND and generates the Transcript. With 1024 nodes divided into

groups of 32 nodes, for example, the complete RANDHOUND run to generate randomness

requires less than 10 CPU minutes total, corresponding to a cost of about $0.02 on Amazon

EC2. This cost breaks down to about 0.3 CPU seconds per server, representing negligible

per-transaction costs to the servers. The client that initiates RANDHOUND spends about 3 CPU

minutes, costing less than $0.01 on Amazon EC2. These results suggest that RANDHOUND is

quite economical on today’s hardware.

Figure 4.5 shows the wall clock time of a complete RANDHOUND run for different configura-

tions. This test measures total time elapsed from when the client initiates RANDHOUND until

the client has computed and verified the random output. Our measurements show that the

wall clock time used by the servers to process client messages is negligible in comparison, and

hence not depicted in Figure 4.5. In the 1024-node configuration with groups of 32 nodes,

5http://isi.deterlab.net/
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Figure 4.4 – Overall CPU cost of a RANDHOUND protocol run

randomness generation and verification take roughly 290 and 160 seconds, respectively.
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Figure 4.5 – Total wall clock time of a RANDHOUND protocol run

RANDHERD

The RANDHERD protocol requires a setup phase, which uses RANDHOUND to form random

groups and CoSi to sign the RANDHERD collective key. The measured CPU usage of RANDHERD

setup is depicted in Figure 4.6. For 1024 nodes and a group size of 32, RANDHERD setup

requires roughly 40 CPU-hours total (2.3 CPU-minutes per node), corresponding to a cost

of $4.00 total on Amazon EC2 (0.3 cents per participant). The associated wall clock time we

measured, not depicted in the graphs, amounts to about 10 minutes.

After this setup, RANDHERD produces random numbers much more efficiently. Figure 4.7
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illustrates measured wall clock time for a single RANDHERD round to generate a 32-byte

random value. With 1024 nodes in groups of 32, RANDHERD takes about 6 seconds per round.

The corresponding CPU usage across the entire system, not shown in the graphs, amounts to

roughly 30 seconds total (or about 29 CPU-milliseconds per node).

A clear sign of the server-oversubscription with regard to the network-traffic can be seen in

Figure 4.7, where the wall clock time for 1024 nodes and a group size of 32 is lower than the

one for a group size of 24. This is due to the fact that nodes running on the same server do not

have any network-delay. We did a verification run without server oversubscription for up to

512 nodes and could verify that the wall clock time increases with higher group-size.
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Figure 4.7 – Wall clock time per randomness creation round in RANDHERD

Figure 4.8 compares communication bandwidth costs for CoSi, RANDHOUND, and RANDHERD,

with varying number of participants and a fixed group size of 32 nodes. The straight lines
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depict total costs, while the dashed lines depict the average cost per participating server. For

the case of 1024 nodes, CoSi and RANDHOUND require about 15 and 25 MB, respectively. After

the initial setup, one round of RANDHERD among 1024 nodes requires about 400 MB (excluding

any setup costs) due to the higher in-group communication. These values correspond to the

sum of the communication costs of the entire system and, considering the number of servers

involved, are still fairly moderate. This can be also seen as the average per server cost is less

than 300 KB for RANDHERD and around 20 KB for CoSi and RANDHOUND.
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Figure 4.8 – Comparison of communication bandwidth costs between RANDHERD, RAND-
HOUND, and CoSi for fixed group size c = 32

Finally, Figure 4.9 compares RANDHERD, configured to use only one group, against a non-

scalable baseline protocol similar to RANDSHARE. Because RANDSHARE performs verifiable

secret sharing among all n nodes, it has computation and communication complexity of

O(n3). In comparison, RANDHERD has sublinear per-round complexity of O(logn) when the

group size is constant.
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Figure 4.9 – Comparison of randomness generation times for RANDSHARE and RANDHERD

(group size c = 32 for RANDHERD and c = n for RANDSHARE)
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4.5.3 Availability Failure Analysis

An adversary who controls too many nodes in any group can compromise the availability

of both RANDHOUND and RANDHERD. We can analyze the probability of availability failure

assuming that nodes are assigned randomly to groups, which is the case in RANDHOUND

when the client assigns groups honestly, and is always the case in RANDHERD. As discussed in

Figure 4.3.3, dishonest grouping in RANDHOUND amounts to self-DoS by the client and is thus

outside the threat model.

To get an upper bound for the failure probability of the entire system, we first bound the failure

probability of a single group, that can be modeled as a random variable X that follows the

hypergeometric distribution, followed by the application of Boole’s inequality, also known as

the union bound. For a single group we start with Chvátal’s formula [232]

P [X ≥ E [X ]+ cd ] ≤ e−2cd 2

where d ≥ 0 is a constant and c is the number of draws or in our case the group size. The

event of having a disproportionate number of malicious nodes in a given group is modeled

by X ≥ c − t +1, where t is the secret sharing threshold. In our case we use t = cp +1 since

E [X ] = cp, where p ≤ 0.33 is the adversary’s power. Plugging everything into Chvátal’s formula

and doing some simplifications, we obtain

P [X ≥ c(1−p)] ≤ e−2c(1−2p)2
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Figure 4.10 – System failure probability for varying group sizes

Applying the union bound on this result, we obtain Figure 4.10 and and Figure 4.11, which

show average system failure probabilities q for varying group sizes (c = 16, . . . ,64) and varying

adversarial power (p = 0.01, . . . ,0.33), respectively. Note that q on the y-axis is plotted in

“security parameter” form as − log2(q): thus, higher points in the graph indicate exponentially

lower failure probability. Finally, Figure 4.2 lists failure probabilities for some concrete config-

urations. There we see, for example, that both RANDHOUND and RANDHERD have a failure
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Figure 4.11 – System failure probability for varying adversarial power

probability of at most 2−10.25 ≈ 0.08% for p = 0.33 and c = 32. Moreover, assuming p = 0.33,

we identified the point where the system’s failure probability falls below 1% for a group size of

c = 21.

Table 4.2 – System failure probabilities q (given as − log2(q)) for concrete configurations of
adversarial power p and group size c

p | c 16 24 32 40

0.23 13.13 19.69 26.26 32.82
0.28 8.66 15.17 17.33 21.67
0.33 5.12 7.69 10.25 12.82

4.6 Conclusions

Although many distributed protocols critically depend on public bias-resistant randomness

for security, current solutions that are secure against active adversaries only work for small

(n ≈ 10) numbers of participants [49, 141]. In this work, we have focused on the important

issue of scalability and addressed this challenge by adapting well-known cryptographic primi-

tives. We have proposed two different approaches to generating public randomness in a secure

manner in the presence of a Byzantine adversary. RANDHOUND uses PVSS and depends on

the pigeonhole principle for output integrity. RANDHERD relies on RANDHOUND for secure

setup and then uses TSS and CoSi to produce random output as a Schnorr signature verifiable

under a collective RANDHERD key. RANDHOUND and RANDHERD provide unbiasability, unpre-

dictability, availability and third-party verifiability while retaining good performance and low

failure probabilities. Our working prototype demonstrates that both protocols, in principle,

can scale even to thousands of participants. By carefully choosing protocols parameters,

however, we achieve a balance of performance, security, and availability. While retaining a

failure probability of at most 0.08% against a Byzantine adversary, a set of 512 nodes divided

into groups of 32 can produce fresh random output every 240 seconds in RANDHOUND, and

every 6 seconds in RANDHERD after initial setup.
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5 Decentralized Tracking and Long-
Term Relationships using SKIPPER

5.1 Introduction

Today’s network services and applications commonly maintain long-term relationships with

users and their devices through centralized account databases and login credentials (e.g.,

username/password). Users’ devices, in turn, rely on many other centralized services each

time they access such a network application: e.g., using centralized DNS [188] or DNSSEC [87]

servers to look up the server’s IP address, using digital certificates signed by central Certificate

Authorities (CA) [66] to authenticate the server, and using centralized storage such as iCloud

keychains [238] to cache login credentials to the user’s network applications. Centralized

network applications and their user databases have become prime targets enabling hackers to

compromise the security and privacy of millions of users at once [20, 244]. Further, centralized

authorities required to connect to these applications, such as Certificate Authorities, have

become a regular target for nation-state attackers [65]. Users cannot even rely on the software

they run locally, because they use centralized software update services “secured” with code-

signing keys that are readily available to malware authors on the black market [143] – and have

even been accidentally published [186].

Less-common decentralized application architectures, such as peer-to-peer file-sharing [61,

24] and cryptocurrencies [191, 250], enable users to participate anonymously or pseudony-

mously without relying on centralized authorities or accounts. However, a key technical

challenge that has limited the security and privacy benefits of decentralized architectures

in practice is the problem of maintaining long-term relationships between a decentralized

application and its users’ many client devices. Clients must be able to track the decentral-

ized application’s state securely over the short-term, e.g., as transactions are committed to a

blockchain; over the medium-term, e.g., as the set of available servers or active blockchain

miners change dynamically; and over the long-term, e.g., as client- and server-side software

and cryptographic keys evolve independently or are replaced due to security incidents.

Existing solutions to this decentralized relationship problem impose on clients either the

high resource costs of “first-class” participation in a heavyweight decentralized protocol, or
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the security cost of “re-centralization” by delegating critical functions to, and hence trusting,

centralized servers. As a classic example of this tradeoff, the originally “flat” peer-to-peer

topology of Freenet [61] gave way for efficiency reasons to designs in which clients delegated

search and other functions to more powerful supernodes, which lightened clients’ loads but

could also potentially censor or poison content forwarded to clients. Similarly, to avoid relying

on central authorities entirely, a Bitcoin [191] client must follow the blockchain itself, incurring

the high bandwidth cost of downloading blocks and the high CPU costs of verifying them,

just to check that a payment transaction has committed. In practice “light” clients simply

trust centralized Bitcoin “full nodes” to tell them if a transaction has committed – or even just

trust a Bitcoin exchange for complete management of the user’s Bitcoin wallet much like a

traditional bank.

We address the decentralized relationship challenge with SKIPPER, a blockchain-inspired

architecture enabling decentralized or partly-decentralized services to adapt and evolve at

diverse time-scales, while ensuring that resource-constrained clients can efficiently and se-

curely track the service’s evolution. SKIPPER enables a resource-constrained client device to

find and authenticate the service’s latest configuration even after being offline for weeks or

months and to verify that the set of servers (configuration) he trusts is fresh (not vulnerable to

replay attacks).

These capabilities make SKIPPER the first architecture we are aware of enabling a decentralized

service to maintain secure long-term relationships efficiently with a large number of clients,

without clients needing either to trust central authorities or to participate continually in

heavyweight protocols. While designed with highly decentralized systems in mind, SKIPPER’s

decentralized relationship management may also be useful to centrally-managed services

wishing to reduce the need to trust widely-distributed client-facing infrastructure, such as in

mirrored software distribution/update systems [75, 255, 132], Web content delivery networks

(CDNs) [5], or centrally-banked cryptocurrencies [74].

SKIPPER’s key technical contribution is Skipchains, a blockchain-like structure enabling clients

to follow and efficiently navigate arbitrarily-long service configuration timelines, both forward

(e.g., to validate a newer service configuration than the last one the client has seen) and

backward (e.g., to verify that a particular transaction was committed at some historical time).

Skipchains are naturally inspired by skip lists [207, 190], but efficiently support traversal both

backward and forward in time by using hash-links to represent pointers into the past, and

using multisignatures [221, 38] to create pointers into the future. By building on the CoSi

protocol for scalable collective signing [243], many independent participants implementing

a SKIPPER service (e.g., blockchain miners) can separately validate and “sign off” on each

forward link, contributing to a compressed multisignature that is almost as compact and cheap

to verify as a single conventional digital signature. Because these collective signatures are

offline-verifiable, resource-constrained clients need not track a blockchain continuously like

a Bitcoin full node, but can privately exchange, gossip, and independently validate arbitrary

newer or older blocks or transactions on-demand. While multisignatures and collective
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signing protocols are pre-existing techniques, this chapter’s contribution is their use to create

the efficiently navigable Skipchain data-structure.

Second, skipchains can represent not only application timelines that users track, but also user-

controlled identity timelines that applications track in order to authenticate users and maintain

per-user state, thus providing a more decentralized and user-controlled alternative to centrally-

managed and frequently-hacked login/password databases. Finally, SKIPPER explores the use

of skipchains in multiple roles, e.g., using a root-of-trust skipchain secured using offline keys

for long-term service evolution or to validate more rapidly-changing configuration and/or

transaction skipchains secured using online keys.

Our prototype implementation of SKIPPER demonstrates the use and benefits of skipchains in

a simple proof-of-concept application of a software update service. For example, skipchains

can increase the security of PyPI updates with minimal overhead, whereas a strawman ap-

proach would incur the increase of 500%. Further, our prototype uses skipchains to represent

distributed user-identities as sets of per-device SSH [252] key-pairs, enabling users to manage

per-device keys more easily and enabling applications to track their users’ key-configuration

changes securely and seamlessly without relying on username/password databases.

In summary, the key contributions SKIPPER makes are (a) skipchains, a novel timeline-tracking

structure enabling users to track applications and vice versa without trusting centralized

intermediaries, (b) use of skipchains “in reverse” to allow applications to authenticate users

via distributed user identities.

5.2 Motivation

In this Section, we summarize the systems that motivated the development of SKIPPER.

5.2.1 The Relationship Problem

A fundamental problem of distributed architectures may be summarized as relationship-

keeping : enabling client devices, representing users, to connect securely with servers else-

where in the network that can satisfy the clients’ requests, and similarly allowing applications

to authenticate their users and maintain per-user state. Relationship-keeping in today’s hostile

Internet is challenging because (a) attackers in the network might control some of the end-

points and be able to compromise these interactions, e.g., by impersonating clients to servers

and vice versa; (b) client software (whether web browsers or downloaded applications) is often

only loosely synchronized with evolving server software and their security configurations (e.g.,

certificates); and (c) services must scale gracefully to handle the client-imposed load, bal-

ancing requests across a dynamically varying set of available servers, without compromising

security.

Today’s widely-deployed infrastructure addresses this relationship challenge by relying perva-
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sively on indirection through centralized authorities, thereby creating many single points of

failure and high-value attack targets.

“All problems in computer science can be solved by another level of indirection”

— David Wheeler

Clients download software and updates signed by software vendors and repositories, which

may be compromised [52], coerced [195, 103], or lose their keys [186]. This software then uses

centralized directories [188, 87] to find and connect with a service, and uses centralized certifi-

cate authorities to secure these connections [81], but both directory and certificate authorities

are prone to security failures [44, 45]. Finally, typical cloud-based services just push the prob-

lem deeper without solving it, by excessively relying on the “indirection principle” to scale.

They pass connections through centralized load-balancing front-ends [189] and/or delegate

authentication mechanisms to centralized servers within the provider’s infrastructure [136],

each of which represents single points of failure and prime attack targets [19].

Decentralized architectures attempt to avoid such centralization and associated single points

of failure, but have not yet proven sufficiently general, secure, or scalable in practice. Cer-

tificate Transparency (CT) [163] proposes a solution of forcing certificates to be publicly

logged and audited. This approach, however, can only offer weak security in the absence of

network partition and eclipse attacks as it can only retroactively detect misbehavior. Unstruc-

tured peer-to-peer systems [61, 131] and distributed hash tables [236, 216] attempted to offer

decentralized search and connectivity protocols, but became widely deployed only in centrally-

managed contexts [161, 76] due to persistent weaknesses in decentralized operation [231]

such as Sybil attacks [84] and content poisoning attacks [169]

Bitcoin [191] reinvigorated interest in decentralized architectures, mitigating the Sybil attack

problem via competitive proof-of-work “mining.” While groundbreaking and inspiring excit-

ing new directions such as smart contracts [250, 153], decentralized blockchain architectures

face major efficiency and scalability challenges [70], and are currently nowhere near efficient

or scalable enough to replace current centralized network service architectures. Further, the

incentive structure for mining has caused Bitcoin and other currencies to re-centralize in

practice, until only two or three miners (sometimes just one) could effectively control the

blockchain. Finally, current blockchain architectures fail to extend security guarantees effi-

ciently to resource-constrained “light” clients, which must either suffer inordinate bandwidth

and resource costs to track the blockchain directly, or sacrifice decentralization by placing

trust in centralized full nodes or exchange services.

5.2.2 Motivating Examples

In this section, we mention some systems that can increase their security and usability with

SKIPPER.
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Software Updates The automatic detection and installation of software updates is one of

the most common tasks of every computer. There are multiple agents implementing this

functionality, like package managers [75, 255, 132], and library managers [209], however these

are proven to be insecure [158]. This happens due to the infrequent key rotation, that leads

to long attack windows. Furthermore, the lack of transparency in the whole process and the

existence of few centrally controlled signing keys, allows the existence of forgery request from

state level adversaries [103].

To show that it is possible to use SKIPPER with low overhead we want to focus on a particular

system and increases its security. TUF [217, 158] is built to secure software updates, by using

delegations and is considered the state-of-the-art. TUF decouples the multiple roles that a

software repository has to serve into multiple trust domains, each of which has a specific key

or set of keys. This way there can be different trade-offs between security and usability. Keys

that need to be used often, are kept online but their compromise can do little damage. On the

other hand, security-critical keys are kept offline and rarely used because the attacker could

fully impersonate the software repository upon compromise.

Both online and offline keys need to rotate periodically in order to remain secure, but there are

many clients that update infrequently. These clients need a way to get securely up-to-date in a

trustless environment assuming that an attacker has compromised some of the keys they used

to trust. Additionally, there is no anti-equivocation mechanism, which means that a dishonest

or coerced repository can create multiple versions of the same software, for specific clients

without being detected. Finally, in TUF the updates are not linked together which means that

a victim cannot detect that he was attacked even after recovery, which allows an attacker to

install malware in the victim’s system and then activate it whenever he wants.

User Identities One of the problems that emerged by the spurt of the Internet of Things and

cloud computing, is that every user owns multiple identities with which she wants to access

multiple remote locations. These accounts are not static or eternally secure, meaning that the

user needs to take care of correct access control and manage all her digital identities.

As a motivation to this work, we look into handling user identities and specifically tracking the

development of a user’s accounts and connected public keys. The goal is to enable tracking of

changes in the identity of the user like email addresses and public keys. This is applicable in

multiple systems like PGP [90] or SSH [252], but we specifically focused on SSH.

SSH has a trade-off between usability and security, with usability being almost always preferred.

The average user creates SSH keys at her laptop (frequently without a pass-phrase) and

copies the private key to every other device she uses. Then she uploads the public key in the

authorized_keys configuration file of servers she wants to remotely access, granting root

privileges to it. Although this is easy since the user copies the private key to her new laptop

and everything works, it doesn’t do much for security. If an attacker steals a device, he has

physical access to the SSH key. Furthermore, since a change of the SSH key would impose
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a big overhead, the first SSH key is eternal, providing the attacker with eternal, unbounded

access. This unbounded root access means that the attacker has write privileges to the

authorized_keys, giving him the ability to lock out the legitimate user.

On the other hand, the recommended practice [192] is to create one key per host and limit

the damage an attacker can do when compromising one of the user’s devices, by configuring

the key’s privileges to be a subset of the root privileges. If this is combined with the frequent

rotation of keys, it can already guarantee a higher level of security. However, this practice

requires a user to update the access lists of numerous servers. Finally, if a highly trusted

key (e.g., laptop’s) is compromised, the attacker can still get root access and update the

authorized_keys to exclude the actual user.

5.3 Overview

In this section, we introduce SKIPPER, a framework for secure and efficient decentralized

relationship-keeping. First, we give an overview of the architecture and then introduce the

notion of timelines and tracking.

5.3.1 Security Goals and Threat Model

The goal of SKIPPER is to enable secure tracking of an evolving server-side timeline, in a de-

centralized environment, without the need to trust centralized intermediaries such as lookup

services or certificate authorities. The server side can change, partially or completely, its

representative public keys, in arbitrary timings without jeopardizing the security of the clients.

After bootstrapping, the client should be able to autonomously retrieve and verify the full

timeline (or the useful parts), without needing to trust a “special supernode”. Furthermore, a

client that has stopped tracking the timeline updates should be able to securely, autonomously

and efficiently retrieve the last version of the system. Finally, SKIPPER enables a client to be

certain before accepting any update that many independent observers have witnessed and

logged the update and have verified that there is no equivocation (no other valid timeline) If

an attempt to fork the timeline is detected, this will signify a compromised key and SKIPPER

should provide means to defend or recover quickly, whistleblowing the problem to any affected

clients and protecting everybody else.

The threat model of the system considers an adversary that is able to compromise only online

keys and can respond to client requests. Furthermore, any given group of “trustees” has a

maximum number of 1
3 of Byzantine Faults.

5.3.2 Architectural Model and Roles

Figure 5.1 illustrates SKIPPER’s abstract architectural model, which is conceptually indepen-

dent of particular applications. We explore later how SKIPPER maps to particular example
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Figure 5.1 – Architectural Roles in SKIPPER

application domains.

Participants in a SKIPPER service play three logical roles, which we term client, server, and

manager. Clients represent users of the service, who need to track the service’s state and

maintain a relationship with the servers representing it. The servers actually implement

the critical functions of the service, producing a timeline that the clients follow to track

configuration changes and submit requests. The managers represent whatever authority has

(perhaps collective) power to decide and authorize changes to the service’s configuration,

such as by adding or removing participants, revoking or updating cryptographic keys, and

rolling out new software or protocol versions either incrementally or en masse. Some SKIPPER

participants may play multiple roles: e.g., a server may also be a client, and a client may also

be a manager.

This simple three-role model is compatible with many types of decentralized systems. For

example, in Bitcoin [191] and related cryptocurrencies [250, 74, 149], the clients are user

devices wishing to send and receive payments, the servers are the miners who extend the

blockchain and enforce its consistency, and the managers are the developers who decide what

protocol and software changes to roll out at which times. In the Tor anonymity system [82],

the clients are users that request and use anonymous communication circuits, the servers are

the public Tor relays that accept these requests and forward traffic over these circuits, and the

managers are the ten semi-trusted directory authorities who control the list of relays and the

bandwidth-capacity information that clients use to pick relays when creating circuits.

We also intend SKIPPER to be usable by – and potentially useful to – services that are centrally

managed, but wish to have a decentralized client-facing “service cloud” for security, privacy,

scalability, or other reasons. In this case, we still apply the model in Figure 5.1, but with

only one entity (or its representatives) serving the manager role. One example is software

update services, in which a single company or tight-knit group of developers serves as the

manager who creates a timeline of versions of a software package or repository, which must
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be distributed to and validated by a large number of clients through a network of preferably

untrusted mirror sites. Web CDNs [5, 63] offer a related example, where one (centralized)

owner of a website desires the CDN’s help in offloading content distribution load and attack

protection. While current CDNs themselves are centralized and must be trusted by the website

owners using them, some website owners might prefer to decentralize the client-facing CDN

role and reduce the trust that must be placed in any one entity [181, 155].

5.3.3 Timelines and Tracking

We refer to timeline as a list of updates to the state of a system. These updates can be the

evolution of the roster of agents ensuring the correctness of the application (configurations),

or updates of the application state (data) as the service operates.

Tracking is the action of following a timeline. Both servers and clients track configuration and

data timelines for different purposes. Servers are defined by the configuration timeline and

rather create it than track it, so that the system remains correct. A subset of servers is also the

group that allows for the append of new updates at the data timeline securely, and the full set

of servers opportunistically track the data timeline to verify the correctness. Contrary, clients

track the data timeline to retrieve the latest application state and track the configuration

timeline to verify that the data they retrieved are verified by the correct agents.

For tracking to be secure, timelines need to be created, so that a client can crawl and verify

the timeline without needing to trust centralized authorities or other intermediaries. Given a

secure reference to (e.g., a cryptographic hash of) anyone correct point in the timeline, the

client should be able to find the latest correct point securely – e.g., the latest official version

of a software package or CDN-mirrored website – without having to trust any intermediary.

Further, given a secure reference to any point in the timeline, the client should efficiently be

able to verify the existence of any other point in the timeline proposed by another client: e.g.,

to verify a committed transaction representing a payment in a cryptocurrency blockchain.

5.4 Design of SKIPPER

In this section, we introduce the concept of skipchains, the core components of SKIPPER. We

start from a base case that is composed of a tamper-evident log managed by a central authority.

Afterwards, we transform this construction into skipchains step-by-step by addressing the

following challenges:

1. Key Evolution We add forward linking to enable key rotation and trust delegation [137]

in a secure manner.

2. Decentralization We introduce decentralization via cothorities [243] which allows to

audit the actions of cothority members and eliminates forking.
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3. Efficiency We utilize techniques from skiplists [207, 190] to be able to skip multiple

steps in either direction of the chain enabling logarithmic instead of linear timeline

traversal.

5.4.1 Centrally Managed Tamper-Evident Logs

The simplest way to implement a timeline is in the form of a log. Every new update is logged

and anyone tracking the head of the log becomes immediately aware of any changes. By

using tamper-evident logs [71, 163, 168] one can provide some protection in case of a key

compromise of the log-managing authority. We implement our tamper-evident log as a

blockchain [191] where every update is put into a block together with a back-link in the form

of a cryptographic hash of the previous block. As a result, each new block depends on every

previous one and there is no way to tamper with past blocks. A client which wants to catch

up with the latest updates can request missing blocks from the authority and then crawl

through the back-links until it finds the last known block. This way the client can verify that

the authority provided a linear history.

5.4.2 Anti-Equivocation via Collective Witnessing

One of the problems of trusting a centralized authority to maintain SKIPPER’s timeline is that it

can equivocate, i.e., present alternate logs to the public and to some selected targets. CT [163]

and CONIKS [178] propose the use of auditors that try to detect such equivocations. In these

systems, the authorities maintaining tamper-evident logs post a summary of their log in the

form of a Merkle Tree Root (MTR). Auditors collect these MTRs and gossip them trying to

retroactively detect inconsistencies. Although this approach may work when auditors are

well connected with the targeted users, there is no guarantee that an equivocated MTR will

propagate from the target user to the auditors and even if it does, it might still be too late for

the targeted user.

In our next step towards SKIPPER, we tackle the problem of such stealthy equivocation, by

employing collective witnessing via a cothority. This approach provides pro-active security as

no client will trust the claims of an authority maintaining a timeline, unless this timeline is

collectively signed and approved by a diverse set of witnesses. Specifically, we make SKIPPER’s

log cothority-controlled hash chains that create a public history of each timeline. When

a timeline update is announced by an authority, the cothority checks that the update is

semantically correct depending on the application (e.g., the software update is signed by the

authoritative developers [195]) and that there is no fork in the hash-chain (i.e., that the parent

hash-block is the last one publicly logged and that there is no other hash-block with the same

parent) and runs BFT-CoSi [149] to create a new collective signature. This approach provides

an efficient and secure mechanism for timeline extension and moreover allows auditing the

actions of all cothority members since malicious nodes can be detected and excluded quickly.

The only way to convince the client to accept an equivocated update is to submit it to the
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cothority for approval and public logging. Hence, it is not possible for the adversary to sign an

equivocated update and keep it “off the public record”.

5.4.3 Evolution of Authoritative Keys

So far, we have assumed that cothority keys are static, hence clients who verify (individual or

collective) signatures need not rely on centralized intermediaries such as CAs to retrieve those

public keys. This assumption is unrealistic, however, as it makes a compromise of a key only

a matter of time. Collective signing exacerbates this problem, because for both maximum

independence and administrative manageability, witnesses’ keys might need to rotate on

different schedules. To lift this assumption without relying on centralized CAs, we construct a

decentralized mechanism for a trust delegation that enables the evolution of the keys. As a

result, developers and cothorities can change, when necessary, their signing keys and create a

moving target for an attacker, and the cothority becomes more robust to churn.

To implement this trust delegation mechanism, we introduce forward-linked blockchains. A

forward-linked blockchain is a blockchain-like data structure where (a) every block represents

the set of authoritative keys representing a certain entity (e.g., the public keys of a cothority)

and (b) has forward links that delegate trust from an old representation to a new one, enabling

anyone to crawl the chain forward and get up-to-date.

Forward links result in two challenges: first, forward-links can only be added retroactively to

blocks of the log, as at the time of block creation, future blocks do not yet exist. Second, for the

creation of forward-links, we cannot rely on cryptographic hashes as in the case of back-links,

since it would result in a circular dependency between the forward-link of the current and the

back-link of the next block. To solve both problems we employ digital signatures. An authority

that wants to evolve, i.e., rotate its key, creates a new block containing the new key and a

back-link to the current head. Afterwards, it signs the new block with its current key thereby

creating a forward-link from the current to the new block which makes the latter also the new

head of the chain. That way, the authority delegates the trust from its old key to the new one

and a client following the chain in the forward direction can easily verify each step it is taking.

5.4.4 Skipchains

Finally, we extend the above design to provide efficient (i.e., logarithmic) navigability both

forward and backward in time via the full skipchain structure we detail here.

Skipchains are authenticated data structures that combine ideas from blockchains [148] and

skiplists [207, 190]. Skipchains enable clients (1) to securely traverse the timeline in both

forward and backward directions and (2) to efficiently traverse short or long distances by

employing multi-hop links. Backward links are cryptographic hashes of past blocks, as in

regular blockchains. Forward links are cryptographic signatures of future blocks, which are

added retroactively when the target block appears.
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We distinguish randomized and deterministic skipchains, which differ in the way the lengths of

multi-hop links are determined. The link length is tied to the height parameter of a block that

is computed during block creation, either randomly in randomized skipchains or via a fixed

formula in deterministic skipchains. In both approaches, skipchains enable logarithmic-cost

timeline traversal, both forward and backward.

Design We denote a skipchain by S h
b where h ≥ 1 and b > 0 are called skipheight and

skipbasis, respectively. If 0 < b < 1 we call the skipchain randomized; and if b ≥ 1 (b integer),

we call it deterministic. The elements of a skipchain are skipblocks Bt = (idt ,ht ,D t ,Bt ,Ft )

where t ≥ 0 is the block index. The variables idt , ht , D t , Bt , and Ft denote block identifier,

block height, payload data, list of backward links, and list of forward links, respectively. Both

Bt and Ft can store exactly ht links and a reference at index 0 ≤ i ≤ ht −1 in Bt (Ft ) points to

the last (next) block in the timeline having at least height i +1. For deterministic skipchains

this block is Bt− j (Bt+ j ) where j = bi .

The concrete value of ht is determined by the dependency of the skipchain’s type: if S h
b is

randomized, then a coin, with probability b to land on heads, is repeatedly flipped. Once it

lands on tails, we set ht = min{m,h} where m denotes the number of times it landed on heads

up to this point. If S h
b is deterministic, we set

ht = max{i : 0 ≤ i ≤ h ∧0 ≡ t mod bi−1} .

Figure 5.2 illustrates a simple deterministic skipchain.

During the creation of a block, its identifier is set to the (cryptographic) hash of D t and Bt ,

both known at this point, i.e., idt =H(D t ,Bt ). For a backward link from Bt to Bt− j , we simply

store idt− j at index i in Bt . This works as in regular blockchains but with the difference that
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links can point to blocks further back in the timeline.

Forward links [148], are added retroactively to blocks in the log as digital (multi-)signatures.

For a forward link from Bt to Bt+ j , we store the cryptographic signature 〈idt+ j 〉Et at index

i in Ft where Et denotes the entity (possibly a decentralized collective such as a BFT-CoSi

cothority [149, 148, 243]) that represents the head of trust of the system during time step t . To

create the required signatures for the forward links until all slots in Ft are full, in particular, Et

must “stay alive” and watch the head of the skipchain. Once this is achieved, the job of Et is

done and it ceases to exist.

5.4.5 Useful Properties and Applications

Skipchains provide a framework for timeline tracking, which can be useful in domains such as

cryptocurrencies [149, 191, 150], key-management [148, 178], certificate tracking [163, 2] or, in

general, for membership evolution in decentralized systems [242, 243]. Beyond the standard

properties of blockchains, skipchains offer the following two useful features.

First, skipchains enable clients to securely and efficiently traverse arbitrarily long timelines,

both forward and backward from any reference point. If the client has the correct hash of an

existing block and wants to obtain a future or past block in the timeline from an untrusted

source (such as a software-update server or a nearby peer), to cryptographically validate

the target block (and all links leading to it), the client needs to download only a logarithmic

number of additional, intermediate blocks.

Secondly, suppose two resource-constrained clients have two reference points on a skipchain,

but have no access to a database containing the full skipchain, e.g., clients exchanging peer-

to-peer software updates while disconnected from any central update server. Provided these

clients have cached a logarithmic number of additional blocks with their respective reference

points – specifically the reference points’ next and prior blocks at each level – then the two

clients have all the information they need to cryptographically validate each others’ reference

points. For software updates, forward validation is important when an out-of-date client

obtains a newer update from a peer. Reverse validation (via hashes) is useful for secure

version rollback, or in other applications, such as efficiently verifying a historical payment on

a skipchain for a cryptocurrency.

5.4.6 Security Considerations for Skipchains

We consider forward-links to be more “fragile” than back-links from a security perspective, for

several reasons. If any single forward-link is completely compromised, then potentially so is

any client that tries to follow that link. For example, if an attacker can forge a forward-link –

because the attacker holds a threshold of colluding participants in a collective signing group –

then the attacker can forge an alternate “future timeline” and direct out-of-date clients down

that forged timeline. Further, such an attacker can potentially equivocate and provide different
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forged timelines to different clients. In addition, the cryptographic foundations of current

digital signature schemes may be more susceptible than cryptographic hash functions to

attacks by quantum computers in the longer term. Thus, even with collective signing, it is

preferable to rely more on back-links than forward-links whenever possible.

These properties create a need to balance between efficiency and security considerations

for “long” forward-links. Long forward-links are better for allowing extremely out-of-date

clients who have been offline for a long time to catch up quickly, but their downside is that the

(collective) holders of the private keys corresponding to the starting point for the forward-link

must hold and protect their secret keys for a longer time period. Thus, we suggest imposing a

maximum time period that forward-links are allowed to cover (and hence a maximum lifetime

for the secret keys needed to sign them): a one-year forward-skip limit seems likely to be

reasonable for example. Any client several years out of date must then follow forward-links

linearly one year at a time, but historically, clients that are more than 5–10 years out-of-

date may stop working anyway for unrelated technological obsolescence reasons such as

incompatible software or protocols.

5.5 Multi-level Relationships

In this Section, we explore the different timelines that SKIPPER models, which can be layered

to combine usability, security, and performance.

5.5.1 Multi-level Service Timelines

The need for secure timeline tracking exists in multiple administrative timescales to allow for

different trade-offs between usability, security, and performance. Specifically the most-critical

secret keys exist for long timescales, should only be used rarely and be kept offline. while lower

valued keys can be online to enable automatic signing; these lower-valued keys are at a higher

risk of compromise, but the impact of the attacks is low, detectable and recoverable.

We propose three useful and complementary timeline roles, namely (a) root-of-trust timeline,

(b) control/configuration timeline, and (c) data/transaction timeline. Finally, we introduce

a timestamping role that the configuration timeline fulfills which protects against freeze

attacks [217]. A freeze attack happens when an adversary first eclipses all network connections

from a target client and then serves him stale data. For example, he can send him an old

configuration block which he (the adversary) managed to compromise after a long time period.

Root-of-Trust Timeline The Internet is an inherently trustless and hostile environment. Any

system that wants to operate securely in such a setting, needs to provide a certain base level of

trust, from where a client can either securely request a service or start its navigation and reach

the correct point of service over a previously established chain of trust.
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Due to its fundamental security role, the root of trust is obviously the most critical one from a

security perspective and has the highest value to attackers. The root signing keys are often

very long-lived and should receive a high level of protection. This might include storing them

offline in a secured environment (e.g., a Yubikey) and minimizing the possibility of exposure to

attackers by only using them when absolutely necessary. Such special situations might include

events like the need for revocation and replacement of compromised keys. Many systems,

like DNSSEC [87, 2] or X.509 [66], provide such roots of trust by anchoring. Another option is

to provide new trusted roots through software updates [82], however, in both situations, the

update of the root is hard especially if the previous anchor is compromised.

Control/Configuration Timeline Due to the necessity of securing the root of trust, it cannot

be assumed that the root level service is permanently available. Hence, there is usually

an online representative of the root layer, which we call the control layer, that has a more

restricted set of permissions but that is able to serve clients and monitor applications. As a

consequence, the signing keys need to be stored online which puts them at a higher risk of

being compromised by attackers but on the other hand, allows to efficiently serve clients. The

life span of epochs in the control layer is usually shorter than of those in the root layer, for

example, due to the need for key rotation or participation churn. An example of a control-layer

timeline is the key-block blockchain of ByzCoin where the miners delegate trust to the next

committee by collectively signing the new valid key-block.

Data/Transaction Timeline These timelines may or may not hold authoritative keys de-

pending on the application. For example, it may be a blockchain that stores transactions

and/or data such as the micro-block blockchain of ByzCoin [149] or the transparent log of

CONIKS and CT. On the other hand, there are applications where the identity management is

strongly integrated into the application and trust delegation is required even at this low-level.

One such application is Chainiac [195], where the data timeline does hold the keys of the

developers of a software update and data-blocks are doubly linked. Another is our SSH-key

management described in Section 5.6

Timestamp Role of Control Timeline Finally, the TIME role provides a timestamp service

that informs clients of the latest version of a package, within a coarse-grained time interval.

Every TIME block contains a wall-clock timestamp and a hash of the latest release. The CONFIG

leader creates this block when a new DATA skipblock is co-signed, or every hour if nothing

happens. Before signing it off, the rest of the independent servers check that the hash inside

the timestamp is correct and that the time indicated is sufficiently close to their clocks (e.g.,

within five minutes). From an absence of fresh TIME updates and provided that clients have an

approximately accurate notion of the current time1, the clients can then detect freeze attacks.

1 Protecting the client’s notion of time is an important but orthogonal problem [174], solvable using a times-
tamping service with collectively-signed proofs-of-freshness, as in CoSi [243].
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5.5.2 Multi-Layer Trust Delegation in SKIPPER
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Figure 5.3 – Trust delegation in SKIPPER

SKIPPER is a trust-delegation framework which exhibits a three-tier architecture where ROOT

denotes the highest, CONFIG the middle, and DATA the lowest level. Layers ROOT and CONFIG

are used to securely track service configurations while the DATA layer is used to track concrete

application data. This might again be service configurations but could also be information

such as transactions of a cryptocurrency. Each level consists of at least one skipchain ensuring

“horizontal” trust-delegation. The ROOT layer usually has just a single skipchain, while layers

CONFIG and DATA might have multiple ones that exist next to each other. Vertical trust delega-

tion is done by signing certain skipblocks which happens exclusively in a top-down approach,

i.e., from ROOT over CONFIG to DATA, and never from a lower to a higher level. In other words,

a particular layer is allowed to sign skipblocks on its own or on lower layers but never on a

higher one. A “vertical” downward (upward) link is a cryptographic signature (hash) similarly

to a forward (backward) link in a skipchain. Since the ROOT layer is assumed to change only

very slowly its respective skipchain has a height of h = 1 to achieve maximum security. The

CONFIG layer, however, will often change rapidly and thus might better utilize skipchains of

height h > 1. Figure 5.3 gives an overview of trust delegation in SKIPPER.

5.6 Prototype Implementation

In this section, we describe concrete applications that we have implemented using the SKIPPER

framework.
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5.6.1 SKIPPER Implementation

We have built and evaluated a working prototype of SKIPPER by implementing a new protocol

based on the BFT algorithm of ByzCoin [149] and using it as a lower layer for the creation

of skipchains. The implementation which is written in Go [118] and is available at Github.

The SKIPPER prototype currently implements a full cothority and multiple layers can be

concurrently deployed, connected together with vertical downward links as described earlier.

We evaluated the SKIPPER implementation with Schnorr signatures implemented on the

Ed25519 curve [27].

Subsequent subsections now discuss particular experimental prototype applications we have

implemented and experimented with using this prototype implementation of SKIPPER.

5.6.2 Software Updates with SKIPPER

We explore how skipchains may be useful in the context of securing software updates. Specif-

ically, we integrate skipchains into Diplomat [158], a security system that is designed to be

resilient to an attacker that compromises the software repository. Diplomat has three roles

of particular interest for this work, the timestamp role (which knows the timestamp of the

freshest metadata), the snapshot role (which knows the versions of the latest packages), and

the root role (which establishes and revokes trust). We will show how integration with SKIPPER

improves the security of Diplomat.

Skipchain on the Root Role

The root of trust in Diplomat is a set of keys that collectively sign the root metadata. These

keys are trusted to delegate and revoke trust to other roles in the system. When one of the

root keys needs to be replaced (perhaps due to a compromise), a new Skipblock is created,

containing the new set of keys (that might overlap with the previous), and signed by all the

keys. This effectively creates new root metadata and updates the set of trusted keys. This way

the root role achieves a strongest-link security since an attacker with all but one keys is unable

to change the root-of-trust and gain full control. Skipchains enable secure tracking of the

root-role from an out-of-date client and guarantee a linear timeline. This enables the client

to detect any attacks where the attacker got hold of the root role, installed malware and then

returned control to the correct root to avoid detection.

SKIPPER in Timestamp and Snapshot metadata

The timestamp role in Diplomat has the highest risk of compromise of any role. This is because

it is stored online on the repository and is even sometimes given to mirrors. Thus in Diplomat,

this role can be compromised if the weakest party possessing the key is compromised. The

snapshot role is also an online role that is stored on the repository. It informs the user of what
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Figure 5.4 – SSH Management with SKIPPER. System Architecture

version of packages is the latest, but does not sign the packages themselves. Compromising

just the Timestamp role leads to freeze [217] attacks while additional compromise of the

Snapshot role can lead to mix-and-match attacks [217].

Securing the online snapshot and timestamp roles with skipchains greatly improves resilience

to compromise and adds anti-equivocation properties. An attacker would need to compromise

a threshold of keys in a short timeframe across a wide array of servers to compromise a key.

Furthermore, the use of multi-layered skipchains means that the impact of a compromise is

minimized, since the chaining of updates enables quick detection and the multiple timeline

layering will allow for recovery, since the CONFIG-skipchain can effectively route around the

compromised part of the DATA-skipchain, and this way protect the clients, from following the

compromised path.

SKIPPER can be deployed as a cothority that only allows one linear timeline of timestamps.

This way even if the timestamping and snapshot keys are compromised the attacker will be

unable to get two conflicting snapshots signed, one for the public and one specifically tailored

for the victim. These security properties can be provided with minimal overhead thanks to

higher lever skiplinks as we can see in Section 5.7.2.

5.6.3 SSH-based Distributed User Identities

As an example of the identity-tracking we built an application to manage automatic login to

servers using SSH. Figure 5.4 illustrates the architecture of the system.

The Manager-Devices are devices that the user can physically access, like laptops, and phones.

They are authoritative for managing the user’s identity by proposing new data to be included

in the blocks. In our use-case, this data consists of public SSH keys. However, the managers

are not always available and/or accessible, thus they cannot be used to serve new blocks to

the clients, or manage the distributed coordination. To mitigate this problem we assume the

existence of publicly reachable servers forming a cothority [243], that provides blockchain

management as a service. Any potential user can request his keys to be tracked by the service

by generating a separate DATA-timeline where user stores and manages his identity. The

DATA-skipblocks consist of the actual list of authoritative keys of the user. If a device is lost the

user creates a new list where the lost key is missing, which leads to the generation of a new

DATA-skipblock. The same process is followed if a new device is introduced, or the user decides
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to rotate his keys. SKIPPER simplifies the rotation and revocation of SSH-keys by enabling

automatic secure tracking and updating of the authorized_keys. The security is increased

by requiring a threshold number of identities to sign any update. This security parameter

makes it impossible for an attacker who has less than the threshold of devices in his control to

tamper with the identity-list of the user and gain full control.

5.7 Experimental Evaluation

In this section, we experimentally evaluate our SKIPPER prototype. The main question we

answer is whether SKIPPER is usable in practice without incurring large overheads.

5.7.1 Experimental Methodology

In the experiments we used real-life data from the PyPI package repository [208]. The data

represented snapshots of the repository of about 58,000 packages. There were 11,000 snapshots

over a period of 30 days. Additionally, we had 1.5 million update-requests from 400,000 clients

during the same 30-day period. Using this data, we implemented a simulation in Ruby to

compare different bandwidth usages.

5.7.2 Skipchain Effect on PyPI Communication Cost

To evaluate the effect on communication cost of using skipchains for update verification,

we compare it with two other scenarios using data from the PyPI package repository. The

scenarios are as follows:

1. Linear update: When a client requests an update, she downloads all the diffs between

snapshots, starting from her last update to the most recent one. This way she validates
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every step and tracks the timeline herself.

2. Diplomat: The client only downloads the diff between her last update and the latest

update available. This configuration does not provide secure timeline tracking and

incurs the lowest possible bandwidth overhead.

3. Skipchain S1
1: The scenario is as in Diplomat, but every skipblock is also sent to prove

the correctness of the current update. The skipchains add security to the snapshots by

signing it and by enabling users to efficiently track changes in the signers.

The results over the 30-day data are presented in Figure 5.5. The straight lines correspond to

the aforementioned scenarios. Linear updates increase the communication cost since the

cumulative updates between two snapshots can contain different updates, which are only

transferred once, of the same package, as in the case of Diplomat or skipchains. As can be

seen, the communication costs for Diplomat and skipchain are similar, even in the worst case

where a skipchain has height-1 only, which corresponds to a simple double-linked list.

To further investigate the best parameters of the skipchain, we plotted only the skipchain

overhead using the same data. In Figure 5.5, the dashed lines show the additional communica-

tion cost for different skipchain parameters. We observe that a skipchain with height > 1 can

reduce by a factor of 15 the communication cost for proving the validity of a snapshot. Using

the base 5 for the skipchain can further reduce the communication cost by another factor of 2.

5.7.3 SSH-based User Identities

We implemented a simple SSH key-management system as described in Section 5.6.3. A

manager-device proposes a change to the identity-blockchain of the user which is transmitted

to the other manager-devices and has to be confirmed by a threshold of them. The clients have

a list of identity-blockchains that they track. In the case where a client missed several updates,

he will receive all blocks necessary to prove that the timeline he is tracking is legitimate.

Every manager-device that wants to accept a change needs to transmit a confirmation signa-

ture on the update which is about 64 bytes. Once the cothority has verified the manger-devices’

signatures it appends a new block on the blockchains that has an overhead of 256 bytes for

the hash, the signature, and other configuration-fields for the blockchain. When a client

downloads the new list it also has to download that overhead and then needs to verify that the

signatures of the manager-devices correct. We have also implemented the option to delegate

the individual signature verification to the storage cothority. In this case, the cothority verifies

the manager-devices’ signatures and then collectively signs the block. This verification of

the collective signatures uses only the aggregate public key of the cothority and as such is

lightweight, even in the case of a large number of cothority-servers, making the system suitable

even for resource-constrained devices (e.g., in IoT).
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5.8 Conclusion

We described SKIPPER, a decentralized relationship-keeping system that leverages blockchain

technology and scalable byzantine fault-tolerant collective signing to enable clients to asyn-

chronously but securely track the updates of decentralized and distributed systems. SKIPPER

is built on three distinct layers of skipchains to provide security, usability, and performance.

Clients need not verify all the previous updates to retrieve the information they need, but

can walk and jump through the timeline to quickly verify the information they want without

relying on intermediaries. On simulations we showed that SKIPPER can demonstrably increase

the security of Diplomat, a software update framework, while introducing minimal overhead

as well as enable secure and usable SSH-key management.
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6 OMNILEDGER: A Secure, Scale-Out,
Decentralized Ledger via Sharding

6.1 Introduction

The scalability of distributed ledgers (DLs), in both total transaction volume and the number

of independent participants involved in processing them, is a major challenge to their main-

stream adoption, especially when weighted against security and decentralization challenges.

Many approaches exhibit different security and performance trade-offs [47, 10, 95, 149, 205].

Replacing the Nakamoto consensus [191] with PBFT [55], for example, can increase through-

put while decreasing transaction commit latency [3, 149]. These approaches still require

all validators or consensus group members to redundantly validate and process all transac-

tions, hence the system’s total transaction processing capacity does not increase with added

participants, and, in fact, gradually decreases due to increased coordination overheads.

The proven and obvious approach to building scale-out databases, whose capacity scales

horizontally with the number of participants, is by sharding [67], or partitioning the state into

multiple shards that are handled in parallel by different subsets of participating validators.

Sharding could benefit DLs [70] by reducing the transaction processing load on each validator

and by increasing the system’s total processing capacity proportionally with the number of

participants. Existing proposals for sharded DLs, however, forfeit permissionless decentraliza-

tion [74], introduce new security assumptions, and/or trade performance for security [173], as

illustrated in Figure 6.1 and explored in detail in Section 6.2.

In this chapter we introduce OMNILEDGER, the first DL architecture that provides scale-out

transaction processing capacity competitive with centralized payment-processing systems,

such as Visa, without compromising security or support for permissionless decentralization.

To achieve this goal, OMNILEDGER faces three key correctness and security challenges. First,

OMNILEDGER must choose statistically representative groups of validators periodically via

permissionless Sybil-attack-resistant foundations such as proof-of-work [191, 198, 149] or

proof-of-stake [116]. Second, OMNILEDGER must ensure a negligible probability that any

shard is compromised across the (long-term) system lifetime via periodically (re-)forming

shards (subsets of validators to record state and process transactions), that are both sufficiently
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Figure 6.1 – Trade-offs in current DL systems.

large and bias-resistant. Third, OMNILEDGER must correctly and atomically handle cross-shard

transactions, or transactions that affect the ledger state held by two or more distinct shards.

To choose representative validators via proof-of-work, OMNILEDGER builds on ByzCoin (Chap-

ter 3) and Hybrid Consensus [198], using a sliding window of recent proof-of-work block

miners as its validator set. To support the more power-efficient alternative of apportioning

consensus group membership based on directly invested stake rather than work, OMNILEDGER

builds on Algorand [116], running a public randomness or cryptographic sortition protocol

within a prior validator group to pick a subsequent validator group from the current stake-

holder distribution defined in the ledger. To ensure that this sampling of representative

validators is both scalable and strongly bias-resistant, OMNILEDGER uses RandHound (Chap-

ter 4), a protocol that serves this purpose under standard t-of-n threshold assumptions.

Appropriate use of RandHound provides the basis by which OMNILEDGER addresses the

second key security challenge of securely assigning validators to shards, and of periodically

rotating these assignments as the set of validators evolves. OMNILEDGER chooses shards large

enough, based on the analysis in Section 6.6, to ensure a negligible probability that any shard

is ever compromised, even across years of operation.

Finally, to ensure that transactions either commit or abort atomically even when they affect

state distributed across multiple shards (e.g., several cryptocurrency accounts), OMNILEDGER

introduces Atomix, a two-phase client-driven “lock/unlock” protocol that ensures that clients

can either fully commit a transaction across shards, or obtain rejection proofs to abort and

unlock state affected by partially completed transactions.

Besides addressing the above key security challenges, OMNILEDGER also introduces sev-

eral performance and scalability refinements we found to be instrumental in achieving its

usability goals. OMNILEDGER’s consensus protocol, ByzCoinX, enhances the PBFT-based

consensus in ByzCoin [149] to preserve performance under Byzantine denial-of-service (DoS)

attacks, by adopting a more robust group communication pattern. To help new or long-offline

miners catch up to the current ledger state without having to download the entire history,
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OMNILEDGER adapts classic distributed checkpointing principles [92] to produce consistent,

state blocks periodically.

Finally, to minimize transaction latency in common cases such as low-value payments, OM-

NILEDGER supports optional trust-but-verify validation in which a first small tier of validators

processes the transactions quickly and then hands them over to a second larger, hence slower,

tier that re-verifies the correctness of the first tier transactions and ensures long-term security.

This two-level approach ensures that any misbehavior within the first tier is detected within

minutes, and can be strongly disincentivized through recourse such as loss of deposits. Clients

can wait for both tiers to process high-value transactions for maximum security or just wait

for the first tier to process low-value transactions.

To evaluate OMNILEDGER, we implemented a prototype in Go on commodity servers (12-

core VMs on Deterlab). Our experimental results show that OMNILEDGER scales linearly

in the number of validators, yielding a throughput of 6,000 transactions per second with a

10-second consensus latency (for 1800 widely-distributed hosts, of which 12.5% are malicious).

Furthermore, deploying OMNILEDGER with two-level, trust-but-verify validation provides a

throughput of 2,250 tps with a four-second first-tier latency under a 25% adversary. Finally, a

Bitcoin validator with a month-long stale view of the state incurs 40% of the bandwidth, due

to state blocks.

In summary, this chapter makes the following contributions:

• We introduce the first DL architecture that provides horizontal scaling without compro-

mising either long-term security or permissionless decentralization.

• We introduce Atomix, an Atomic Commit protocol, to commit transactions atomically

across shards.

• We introduce ByzCoinX, a BFT consensus protocol that increases performance and

robustness to DoS attacks.

• We introduce state blocks, that are deployed along OMNILEDGER to minimize storage

and update overhead.

• We introduce two-tier trust-but-verify processing to minimize the latency of low-value

transactions.

6.2 Preliminaries

6.2.1 Transaction Processing and the UTXO model

Distributed ledgers derive current system state from a blockchain, or a sequence of totally

ordered blocks that contain transactions. OMNILEDGER adopts the unspent transaction output
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(UTXO) model to represent ledger state, due to its simplicity and parallelizability. In this

model, the outputs of a transaction create new UTXOs (and assign them credits), and inputs

completely “spend” existing UTXOs. During bootstrapping, new (full) nodes crawl the entire

distributed ledger and build a database of valid UTXOs needed to subsequently decide whether

a new block can be accepted. The UTXO model was introduced by Bitcoin [191] but has been

widely adopted by other distributed ledger systems.

6.2.2 Prior Sharded Ledgers: Elastico

OMNILEDGER builds closely on Elastico [173], which previously explored sharding in permis-

sionless ledgers. In every round, Elastico uses the least-significant bits of the PoW hash to

distribute miners to different shards. After this setup, every shard runs PBFT [55] to reach

consensus, and a leader shard verifies all the signatures and creates a global block.

OMNILEDGER addresses several challenges that Elastico leaves unsolved. First, Elastico’s

relatively small shards (e.g., 100 validators per shard in experiments) yield a high failure-

probability of 2.76%1 per shard per block under a 25% adversary, which cannot safely be

relaxed in a PoW system. For 16 shards, the failure probability is 97% over only 6 epochs.

Second, Elastico’s shard selection is not strongly bias-resistant, as miners can selectively

discard PoWs to bias results [41]. Third, Elastico does not ensure transaction atomicity across

shards, leaving funds in one shard locked forever if another shard rejects the transaction.

Fourth, the validators constantly switch shards, forcing themselves to store the global state,

which can hinder performance but provides stronger guarantees against adaptive adversaries.

Finally, the latency of transaction commitment is comparable to Bitcoin (≈ 10 min.), which is

far from OMNILEDGER’s usability goals.

6.2.3 Sybil-Resistant Identities

Unlike permissioned blockchains [74], where the validators are known, permissionless blockchains

need to deal with the potential of Sybil attacks [84] to remain secure. Bitcoin [191] suggested

the use of Proof-of-Work (PoW), where validators (aka miners) create a valid block by perform-

ing an expensive computation (iterating through a nonce and trying to brute-force a hash of a

block’s header such that it has a certain number of leading zeros). Bitcoin-NG [95] uses this

PoW technique to enable a Sybil-resistant generation of identities. There are certain issues

associated with PoW, such as the waste of electricity [79] and the fact that it causes recen-

tralization [134] to mining pools. Other approaches for establishing Sybil-resistant identities

such as Proof-of-Stake (PoS) [116], Proof-of-Burn (PoB) [247] or Proof-of-Personhood [43]

overcome PoW’s problems and are compatible with ByzCoin’s identity (key-block) blockchain,

and in turn with OMNILEDGER.

1Cumulative binomial distribution (P = 0.25, N = 100, X ≥ 34)
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6.3 System Overview

Figure 6.2 – OMNILEDGER architecture overview: At the beginning of an epoch e, all validators
(shard membership is visualized through the different colors) (1) run RandHound to re-assign
randomly a certain threshold of validators to new shards and assign new validators who
registered to the identity blockchain in epoch e − 1. Validators ensure (2) consistency of
the shards’ ledgers via ByzCoinX while clients ensure (3) consistency of their cross-shard
transactions via Atomix (here the client spends inputs from shards 1 and 2 and outputs to
shard 3).

This section presents the system, network and threat models, the design goals, and a roadmap

towards OMNILEDGER that begins with a strawman design.

6.3.1 System Model

We assume that there are n validators who process transactions and ensure the consistency

of the system’s state. Each validator i has a public / private key pair (pki ,ski ), and we often

identify i by pki . Validators are evenly distributed across m shards. We assume that the

configuration parameters of a shard j are summarized in a shard-policy file. We denote by

an epoch e the fixed time (e.g., a day) between global reconfiguration events where a new

assignment of validators to shards is computed. The time during an epoch is counted in

rounds r that do not have to be consistent between different shards. During each round, each

shard processes transactions collected from clients. We assume that validators can establish

identities through any Sybil-attack-resistant mechanism and commit them to the identity

blockchain; to participate in epoch e validators have to register in epoch e−1. These identities

are added into an identity blockchain as described in Chapter 3.

6.3.2 Network Model

For the underlying network, we make the same assumption as prior work [173, 191]. Specifi-

cally, we assume that (a) the network graph of honest validators is well connected and that

(b) the communication channels between honest validators are synchronous, i.e., that if an

honest validator broadcasts a message, then all honest validators receive the message within a

known maximum delay of ∆ [199]. However, as ∆ is on the scale of minutes, we cannot use it
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within epochs as we target latencies of seconds. Thus, all protocols inside one epoch use the

partially synchronous model [55] with optimistic, exponentially increasing time-outs, whereas

∆ is used for slow operations such as identity creation and shard assignment.

6.3.3 Threat Model

We denote the number of Byzantine validators by f and assume, that n = 4 f , i.e., at most 25%2

of the validators can be malicious at any given moment, which is similar to prior DL’s [95, 149,

173]. These malicious nodes can behave arbitrarily, e.g., they might refuse to participate or

collude to attack the system. The remaining validators are honest and faithfully follow the

protocol. We further assume that the adversary is mildly adaptive [173] on the order of epochs,

i.e., he can try to corrupt validators, but it takes some time for such corruption attempts to

actually take effect.

We further assume that the adversary is computationally bounded, that cryptographic primi-

tives are secure, and that the computational Diffie-Hellman problem is hard.

6.3.4 System Goals

OMNILEDGER has the following primary goals with respect to decentralization, security, and

scalability.

1. Full decentralization. OMNILEDGER does not have any single points of failure (such as

trusted third parties).

2. Shard robustness. Each shard correctly and continuously processes transactions as-

signed to it.

3. Secure transactions. Transactions are committed atomically or eventually aborted,

both within and across shards.

4. Scale-out. The expected throughput of OMNILEDGER increases linearly in the number

of participating validators.

5. Low storage overhead. Validators do not need to store the full transaction history but

only a periodically computed reference point that summarizes a shard’s state.

6. Low latency. OMNILEDGER provides low latency for transaction confirmations.

6.3.5 Design Roadmap

This section introduces SLedger, a strawman DL system that we use to outline OMNILEDGER’s

design. Below we describe one epoch of SLedger and show how it transitions from epoch e −1

2The system can handle up to 33%−ε with degraded performance.
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to epoch e.

We start with the secure validator-assignment to shards. Permitting the validators to choose

the shards they want to validate is insecure, as the adversary could focus all his validators in

one shard. As a result, we need a source of randomness to ensure that the validators of one

shard will be a sample of the overall system and w.h.p. will have the same fraction of malicious

nodes. SLedger operates a trusted randomness beacon that broadcasts a random value rnde

to all participants in each epoch e. Validators, who want to participate in SLedger starting

from epoch e, have to first register to a global identity blockchain. They create their identities

through a Sybil-attack-resistant mechanism in epoch e −1 and broadcast them, together with

the respective proofs, on the gossip network at most ∆ before epoch e −1 ends.

Epoch e begins with a leader, elected using randomness rnde−1, who requests from the already

registered and active validators a (BFT) signature on a block with all identities that have been

provably established so far. If at least 2
3 of these validators endorse the block, it becomes

valid, and the leader appends it to the identity blockchain. Afterwards, all registered validators

take rnde to determine their assignment to one of the SLedger’s shards and to bootstrap their

internal states from the shards’ distributed ledgers. Then, they are ready to start processing

transactions using ByzCoin. The random shard-assignment ensures that the ratio between ma-

licious and honest validators in any given shard closely matches the ratio across all validators

with high probability.

SLedger already provides similar functionality to OMNILEDGER, but it has several significant

security restrictions. First, the randomness beacon is a trusted third party. Second, the system

stops processing transactions during the global reconfiguration at the beginning of each epoch

until enough validators have bootstrapped their internal states and third, there is no support

for cross-shard transactions. SLedger’s design also falls short in performance. First, due

to ByzCoin’s failure handling mechanism, its performance deteriorates when validators fail.

Second, validators face high storage and bootstrapping overheads. Finally, SLedger cannot

provide real-time confirmation latencies and high throughput.

To address the security challenges, we introduce OMNILEDGER’s security design in Section 6.4:

1. In Section 6.4.1, we remove the trusted randomness beacon and show how validators

can autonomously perform a secure sharding by using a combination of RandHound

and VRF-based leader election via cryptographic sortition.

2. In Section 6.4.2, we show how to securely handle the validator assignment to shards

between epochs while maintaining the ability to continuously process transactions.

3. In Section 6.4.3, we present Atomix, a novel two-step atomic commit protocol for atomi-

cally processing cross-shard transactions in a Byzantine setting.

To deal with the performance challenges, we introduce OMNILEDGER’s performance and

105



Chapter 6. OMNILEDGER: A Secure, Scale-Out, Decentralized Ledger via Sharding

usability design in Section 6.5:

4) In Section 6.5.1, we introduce ByzCoinX, a variant of ByzCoin, that utilizes more robust

communication patterns to efficiently process transactions within shards, even if some

of the validators fail, and that resolves dependencies on the transaction level to achieve

better block parallelization.

5) In Section 6.5.3, we introduce state blocks that summarize the shards’ states in an epoch

and that enable ledger pruning to reduce storage and bootstrapping costs for validators.

6) In Section 6.5.4, we show how to enable optimistic real-time transaction confirmations

without sacrificing security or throughput by utilizing an intra-shard architecture with

trust-but-verify transaction validation.

A high-level overview of the (security) architecture of OMNILEDGER is illustrated in Figure 6.2.

6.4 OMNILEDGER: Security Design

6.4.1 Sharding via Bias-Resistant Distributed Randomness

To generate a seed for sharding securely without requiring a trusted randomness beacon [74]

or binding the protocol to PoW [173], we rely on a distributed randomness generation protocol

that is collectively executed by the validators.

We require that the distributed-randomness generation protocol provide unbiasability, un-

predictability, third-party verifiability, and scalability. Multiple proposals exist [41, 125, 242].

The first approach relies on Bitcoin, whereas the other two share many parts of the design; we

focus on RandHound [242] due to better documentation and open-source implementation.

Because RandHound relies on a leader to orchestrate the protocol run, we need an appropriate

mechanism to select one of the validators for this role. If we use a deterministic approach to

perform leader election, then an adversary might be able to enforce up to f out of n failures in

the worst case by refusing to run the protocol, resulting in up to 1
4 n failures given our threat

model. Hence, the selection mechanism must be unpredictable and unbiasable, which leads

to a chicken-and-egg problem as we use RandHound to generate randomness with these

properties in the first place. To overcome this predicament, we combine RandHound with a

VRF-based leader election algorithm [242, 116].

At the beginning of an epoch e, each validator i computes a ticket ticketi ,e,v =VRFski (“leader” ∥
confige ∥ v) where confige is the configuration containing all properly registered validators

of epoch e (as stored in the identity blockchain) and v is a view counter. Validators then

gossip these tickets with each other for a time ∆, after which they lock in the lowest-value

valid ticket they have seen thus far and accept the corresponding node as the leader of the
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RandHound protocol run. If the elected node fails to start RandHound within another ∆,

validators consider the current run as failed and ignore this validator for the rest of the epoch,

even if he returns later on. In this case, the validators increase the view number to v +1 and

re-run the lottery. Once the validators have successfully completed a run of RandHound

and the leader has broadcast rnde together with its correctness proof, each of the n properly

registered validators can first verify and then use rnde to compute a permutation πe of 1, . . . ,n

and subdivide the result into m approximately equally-sized buckets, thereby determining its

assignment of nodes to shards.

Security Arguments We make the following observations to informally argue the security of

the above approach. Each participant can produce only a single valid ticket per view v in a

given epoch e, because the VRF-based leader election starts only after the valid identities have

been fixed in the identity blockchain. Furthermore, as the output of a VRF is unpredictable

as long as the private key ski is kept secret, the tickets of non-colluding nodes, hence the

outcome of the lottery is also unpredictable. The synchrony bound ∆ guarantees that the

ticket of an honest leader is seen by all other honest validators. If the adversary wins the lottery,

he can decide either to comply and run the RandHound protocol or to fail, which excludes

that particular node from participating for the rest of the epoch.

After a successful run of RandHound, the adversary is the first to learn the randomness, hence

the sharding assignment, however, his benefit is minimal. The adversary can again either

decide to cooperate and publish the random value or withhold it in the hope of winning

the lottery again and obtaining a sharding assignment that fits his agenda better. However,

the probability that an adversary wins the lottery a times in a row is upper bounded by the

exponentially decreasing term ( f /n)a . Thus, after only a few re-runs of the lottery, an honest

node wins with high probability and coordinates the sharding. Finally, we remark that an

adversary cannot collect random values from multiple runs and then choose the one he likes

best as validators accept only the latest random value that matches their view number v .

Breaking the Network Model Although DL protocols that assume a non-static group of

validators have similar synchrony assumptions [173, 191], in this section we discuss what can

happen if the adversary manages to break them [13]. In such a case we can detect the attack

and provide a back-up randomness generation mechanism which is not expected to scale but

guarantees safety even in asynchrony.

Given that RandHound guarantees safety without the need for synchrony an adversary ma-

nipulates the network can at most slow down any validator he does not control, winning

the leadership all the time. However this does not enable the adversary to manipulate Rand-

Hound; it just gives him the advantage of being able to restart the protocol if he does not

like the random number. This restart will be visible to the network, and the participants can

suspect a bias-attempt, when multiple consecutive RandHound rounds start to fail.
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OMNILEDGER can provide a “safety valve” mechanism in order to mitigate this problem. When

5 RandHound views fail in a row, which under normal circumstances could happen with less

than 1% probability, the validators switch from RandHound to running an asynchronous

coin-tossing protocol [49] in order to produce the epoch’s randomness. This protocol scales

poorly (O(n3)), but it will be run when the network is anyway under attack and liveness is not

guaranteed, in which case safety is more important.

6.4.2 Maintaining Operability During Epoch Transitions

Recall that, in each epoch e, SLedger changes the assignments of all n validators to shards,

which results in an idle phase during which the system cannot process transactions until

enough validators have finished bootstrapping.

To maintain operability during transition phases, OMNILEDGER gradually swaps in new val-

idators to each shard per epoch. This enables the remaining operators to continue providing

service (in the honest scenario) to clients while the recently joined validators are bootstrapping.

In order to achieve this continued operation, we can swap-out at most 1
3 of the shard’s size

(≈ n
m ), however, the bigger the batch is, the higher the risk gets that the number of remaining

honest validators is insufficient to reach consensus and the more stress the bootstrapping of

new validators causes to the network.

To balance the chances of a temporary loss of liveness, the shard assignment of validators

in OMNILEDGER works as follows. First, we fix a parameter k < 1
3

n
m specifying the swap-out

batch, i.e., the number of validators that are swapped out at a given time. For OMNILEDGER,

we decided to work in batches of k = log n
m . Then for each shard j , we derive a seed H( j ∥ rnde )

to compute a permutation π j ,e of the shard’s validators, and we specify the permutation of the

batches. We also compute another seed H(0 ∥ rnde ) to permute and scatter the validators who

joined in epoch e and to define the order in which they will do so (again, in batches of size k).

After defining the random permutations, each batch waits for ∆ before starting to bootstrap in

order to spread the load on the network. Once a validator is ready, he sends an announcement

to the shard’s leader who then swaps the validator in.

Security Arguments During the transition phase, we ensure the safety of the BFT consen-

sus in each shard as there are always at least 2
3

n
m honest validators willing to participate in

the consensus within each shard. And, as we use the epoch’s randomness rnde to pick the

permutation of the batches, we keep the shards’ configurations a moving target for an adap-

tive adversary. Finally, as long as there are 2
3

n
m honest and up-to-date validators, liveness is

guaranteed. Whereas if this quorum is breached during a transition (the new batch of honest

validators has not yet updated), the liveness is lost only temporarily, until the new validators

update.
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6.4.3 Cross-Shard Transactions

To enable value transfer between different shards thereby achieving shard interoperability,

support for secure cross-shard transactions is crucial in any sharded-ledger system. We expect

that the majority of transactions to be cross-shard in the traditional model where UTXOs are

randomly assigned to shards for processing [74, 173], see [150].

A simple but inadequate strawman approach to a cross-shard transaction, is to send a trans-

action concurrently to several shards for processing because some shards might commit the

transaction while others might abort. In such a case, the UTXOs at the shard who accepted

the transactions are lost as there is no straightforward way to roll back a half-committed

transaction, without adding exploitable race conditions.

To address this issue, we propose a novel Byzantine Shard Atomic Commit (Atomix) protocol

for atomically processing transactions across shards, such that each transaction is either

committed or eventually aborted. The purpose is to ensure consistency of transactions

between shards, to prevent double spending and to prevent unspent funds from being locked

forever. In distributed computing, this problem is known as atomic commit [248] and atomic

commit protocols [120, 142] are deployed on honest but unreliable processors. Deploying

such protocols in OMNILEDGER is unnecessarily complex, because the shards are collectively

honest, do not crash infinitely, and run ByzCoin (that provides BFT consensus). Atomix

improves the strawman approach with a lock-then-unlock process. We intentionally keep

the shards’ logic simple and make any direct shard-to-shard communication unnecessary by

tasking the client with the responsibility of driving the unlock process while permitting any

other party (e.g., validators or even other clients) to fill in for the client if a specific transaction

stalls after being submitted for processing.

Atomix uses the UTXO state model, see Section 6.2.1 for an overview, which enables the

following simple and efficient three-step protocol, also depicted in Figure 6.3.

1. Initialize. A client creates a cross-shard transaction (cross-TX for short) whose inputs

spend UTXOs of some input shards (ISs) and whose outputs create new UTXOs in some

output shards (OSs). The client gossips the cross-TX and it eventually reaches all ISs.

2. Lock. All input shards associated with a given cross-TX proceed as follows. First, to de-

cide whether the inputs can be spent, each IS leader validates the transaction within his

shard. If the transaction is valid, the leader marks within the state that the input is spent,

logs the transaction in the shard’s ledger and gossips a proof-of-acceptance, a signed

Merkle proof against the block where the transaction is included. If the transaction is

rejected, the leader creates an analogous proof-of-rejection, where a special bit indicates

an acceptance or rejection. The client can use each IS ledger to verify his proofs and

that the transaction was indeed locked. After all ISs have processed the lock request, the

client holds enough proofs to either commit the transaction or abort it and reclaim any

locked funds, but not both.
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Figure 6.3 – Atomix protocol in OMNILEDGER.

3. Unlock. Depending on the outcome of the lock phase, the client is able to either commit

or abort his transaction.

(a) Unlock to Commit. If all IS leaders issued proofs-of-acceptance, then the respec-

tive transaction can be committed. The client (or any other entity such as an IS

leader after a time-out) creates and gossips an unlock-to-commit transaction that

consists of the lock transaction and a proof-of-acceptance for each input UTXO. In

turn, each involved OS validates the transaction and includes it in the next block of

its ledger in order to update the state and enable the expenditure of the new funds.

(b) Unlock to Abort. If, however, any one IS issued a proof-of-rejection, then the trans-

action cannot be committed and has to abort. In order to reclaim the funds locked

in the previous phase, the client (or any other entity) must request the involved ISs

to unlock that particular transaction by gossiping an unlock-to-abort transaction

that includes (at least) one proof-of-rejection for one of the input UTXOs. Upon

receiving a request to unlock, the ISs’ leaders follow a similar procedure and mark

the original UTXOs as spendable again.

Although the focus of OMNILEDGER is on the UTXO model, Atomix can be extended with

a locking mechanism for systems where objects are long-lived and hold state (e.g., smart

contracts [250]), see Section 6.9.1 for details.

Security Arguments We informally argue the previously stated security properties of Atomix,

based on the following observations. Under our assumptions, shards are honest, do not fail,

eventually receive all messages and reach BFT consensus. Consequently, (1) all shards always

faithfully process valid transactions; (2) if all input shards issue a proof-of-acceptance, then

every output shard unlocks to commit; (3) if even one input shard issues a proof-of-rejection,

then all input shards unlock to abort; and (4) if even one input shard issues a proof-of-rejection,

then no output shard unlocks to commit.
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In Atomix, each cross-TX eventually commits or aborts. Based on (1), each input shard returns

exactly one response: either a proof-of-acceptance or a proof-of-rejection. Consequently, if a

client has the required number of proofs (one per each input UTXO), then the client either

only holds proofs-of-acceptance (allowing the transaction to be committed as (2) holds) or

not (forcing the transaction to abort as (3) and (4) holds), but not both simultaneously.

In Atomix, no cross-TX can be spent twice. As shown above, cross-shard transactions are

atomic and are assigned to specific shards who are solely responsible for them. Based on (1),

the assigned shards do not process a transaction twice and no other shard attempts to unlock

to commit.

In Atomix, if a transaction cannot be committed, then the locked funds can be reclaimed. If a

transaction cannot be committed, then there must exist at least one proof-of-rejection issued

by an input shard, therefore (3) must hold. Once all input shards unlock to abort, the funds

become available again.

We remark that funds are not automatically reclaimed and a client or other entity must initiate

the unlock-to-abort process. Although this approach poses the risk that if a client crashes

indefinitely his funds remain locked, it enables a simplified protocol with minimal logic

that requires no direct shard-to-shard communication. A client who crashes indefinitely

is equivalent to a client who loses his private key, which prevents him from spending the

corresponding UTXOs. Furthermore, any entity in the system, for example, a validator in

exchange for a fee, can fill in for the client to create an unlock transaction, as all necessary

information is gossiped.

To ensure better robustness, we can also assign the shard of the smallest-valued input UTXO to

be a coordinator responsible for driving the process of creating unlock transactions. Because

a shard’s leader might be malicious, f +1 validators of the shard need to send the unlock

transaction to guarantee that all transactions are eventually unlocked.

Size of Unlock Transactions In Atomix, the unlock transactions are larger than regular

transactions as appropriate proofs for input UTXOs need to be included. OMNILEDGER relies

on ByzCoinX (described in Section 6.5.1) for processing transactions within each shard. When

the shard’s validators reach an agreement on a block that contains committed transactions,

they produce a collective signature whose size is independent of the number of validators. This

important feature enables us to keep Atomix proofs (and consequently the unlock transactions)

short, even though the validity of each transaction is checked against the signed blocks of all

input UTXOs. If ByzCoinX did not use collective signatures, the size of unlock transactions

would be impractical. For example, for a shard of 100 validators, a collective signature would

only be 77 bytes, whereas a regular signature would be 9KB, almost two order’s of magnitude

larger than the size of a simple transaction (500 bytes).
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6.5 Design Refinements for Performance

In this section, we introduce the performance sub-protocols of OMNILEDGER. First, we

describe a scalable BFT-consensus called ByzCoinX that is more robust and more parallelizable

than ByzCoin. Then, we introduce state-blocks that enable fast bootstrapping and decrease

storage costs. Finally, we propose an optional trust-but-verify validation step to provide

real-time latency for low-risk transactions

6.5.1 Fault Tolerance under Byzantine Faults

The original ByzCoin design offers good scalability, partially due to the usage of a tree com-

munication pattern. Maintaining such communication trees over long time periods can be

difficult, as they are quite susceptible to faults. In the event of a failure, ByzCoin falls back on a

more robust all-to-all communication pattern, similarly to PBFT. Consequently, the consensus

performance deteriorates significantly, which the adversary can exploit to hinder the system’s

performance.

To achieve better fault tolerance in OMNILEDGER, without resorting to a PBFT-like all-to-all

communication pattern, we introduce for ByzCoinX a new communication pattern that trades-

off some of ByzCoin’s high scalability for robustness, by changing the message propagation

mechanism within the consensus group to resemble a two-level tree. During the setup of

OMNILEDGER in an epoch, the generated randomness is not only used to assign validators

to shards but also to assign them evenly to groups within a shard. The number of groups g ,

from which the maximum group size can be derived by taking the shard size into account, is

specified in the shard policy file. At the beginning of a ByzCoinX roundtrip, the protocol leader

randomly selects one of the validators in each group to be the group leader responsible for

managing communication between the protocol leader and the respective group members.

If a group leader does not reply before a predefined timeout, the protocol leader randomly

chooses another group member to replace the failed leader. As soon as the protocol leader

receives more than 2
3 of the validators’ acceptances, he proceeds to the next phase of the

protocol. If the protocol leader fails, all validators initiate a PBFT-like view-change procedure.

6.5.2 Parallelizing Block Commitments

We now show how ByzCoinX parallelizes block commitments in the UTXO model by analyzing

and handling dependencies between transactions.

We observe that transactions that do not conflict with each other can be committed in different

blocks and consequently can be safely processed in parallel. To identify conflicting transac-

tions, we need to analyze the dependencies that are possible between transactions. Let txA

and txB denote two transactions. Then, there are two cases that need to be carefully handled:

(1) both txA and txB try to spend the same UTXO and (2) a UTXO created at the output of txA
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is spent at the input of txB (or vice versa). To address (1) and maintain consistency, only one

of the two tx can be committed. To address (2), txA has to be committed to the ledger before

txB , i.e., txB has to be in a block that depends (transitively) on the block containing txA . All

transactions that do not exhibit these two properties can be processed safely in parallel. In

particular, we remark that transactions that credit the same address do not produce a conflict,

because they generate different UTXOs

To capture the concurrent processing of blocks, we adopt a block-based directed acyclic graph

(blockDAG) [167] as a data structure, where every block can have multiple parents. The

ByzCoinX protocol leader enforces that each pending block includes only non-conflicting

transactions and captures UTXO dependencies by adding the hashes of former blocks (i.e.,

backpointers) upon which a given block’s transactions depend. To decrease the number

of such hashes, we remark that UTXO dependencies are transitive, enabling us to relax the

requirement that blocks have to capture all UTXO dependencies directly. Instead, a given

block can simply add backpointers to a set of blocks, transitively capturing all dependencies.

6.5.3 Shard Ledger Pruning

Now we tackle the issues of an ever-growing ledger and the resulting costly bootstrapping

of new validators; this is particularly urgent for high-throughput DL systems. For example,

whereas Bitcoin’s blockchain grows by ≈ 144 MB per day and has a total size of about 133 GB,

next-generation systems with Visa-level throughput (e.g., 4000 tx/sec and 500 B/tx) can easily

produce over 150 GB per day.

To reduce the storage and bootstrapping costs for validators (whose shard assignments might

change periodically), we introduce state blocks, which are similar to stable checkpoints in

PBFT [55] and that summarize the entire state of a shard’s ledger. To create a state block sb j ,e

for shard j in epoch e, the shard’s validators execute the following steps: At the end of e, the

shard’s leader stores the UTXOs in an ordered Merkle tree and puts the Merkle tree’s root

hash in the header of sb j ,e . Afterwards, the validators run consensus on the header of sb j ,e

(note that each validator can construct the same ordered Merkle tree for verification) and, if

successful, the leader stores the approved header in the shard’s ledger making sb j ,e the genesis

block of epoch e +1. Finally, the body of sb j ,e−1 (UTXOs) can be discarded safely. We keep

the regular blocks of epoch e, however, until after the end of epoch e +1 for the purpose of

creating transaction proofs.

As OMNILEDGER’s state is split across multiple shards and as we store only the state blocks’

headers in a shard’s ledger, a client cannot prove the existence of a past transaction to another

party by presenting an inclusion proof to the block where the transaction was committed. We

work around this by moving the responsibility of storing transactions’ proofs-of-existence

to the clients of OMNILEDGER. During epoch e +1 clients can generate proofs-of-existence

for transactions validated in epoch e using the normal block of epoch e and the state block.

Such a proof for a given transaction tx contains the Merkle tree inclusion proof to the regular
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block B that committed tx in epoch e and a sequence of block headers from the state block

sb j ,e at the end of the epoch to block B . To reduce the size of these proofs, state blocks can

include several multi-hop backpointers to headers of intermediate (regular) blocks similarly

to skipchains [195].

Finally, if we naively implement the creation of state blocks, it stalls the epoch’s start, hence the

transaction processing until sb j ,e has been appended to the ledger. To avoid this downtime,

the consistent validators of the shard in epoch e + 1 include an empty state-block at the

beginning of the epoch as a place-holder; and once sb j ,e is ready they commit it as a regular

block, pointing back to the place-holder and sb j ,e−1.

6.5.4 Optional Trust-but-Verify Validation

There exists an inherent trade-off between the number of shards (and consequently the

size of a shard), throughput and latency, as illustrated in Figure 6.4. A higher number of

smaller shards results in a better performance but provides less resiliency against a more

powerful attacker (25%). Because the design of OMNILEDGER favors security over scalability,

we pessimistically assume an adversary who controls 25% of the validators and, accordingly,

choose large shards at the cost of higher latency but guarantee the finality of transactions. This

assumption, however, might not appropriately reflect the priorities of clients with frequent,

latency-sensitive but low-value transactions (e.g., checking out at a grocery store, buying gas

or paying for coffee) and who would like to have transactions processed as quickly as possible.

Figure 6.4 – Trust-but-Verify Validation Architecture

In response to the clients’ needs, we augment the intra-shard architecture (see Figure 6.4) by

following a trust but verify model, where optimistic validators process transactions quickly,

providing a provisional but unlikely-to-change commitment and core validators subsequently

verify again the transactions to provide finality and ensure verifiability. Optimistic validators

follow the usual procedures for deciding which transactions are committed in which order; but

they form much smaller groups, even as small as one validator per group. Consequently, they
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produce smaller blocks with real-time latencies but are potentially less secure as the adversary

needs to control a (proportionally) smaller number of validators to subvert their operation.

As a result, some bad transactions might be committed, but ultimately core validators verify

all provisional commitments, detecting any inconsistencies and their culprits, which makes

it possible to punish rogue validators and to compensate the defrauded customers for the

damages. The trust-but-verify approach strikes a balance for processing small transactions in

real-time, as validators are unlikely to misbehave for small amounts of money.

At the beginning of an epoch e, all validators assign themselves to shards by using the per-

epoch randomness and then bootstrap their states from the respective shard’s last state

block. Then, OMNILEDGER assigns each validator randomly to one of the multiple optimistic

processing groups or a single core processing group. The shard-policy file specifies the number

of optimistic and core validators, as well as the number of optimistic groups. Finally, in order

to guarantee that any misbehavior will be contained inside the shard, it can also define the

maximum amount of optimistic validated transactions to be equal to the stake or revenue of

the validators.

Transactions are first processed by an optimistic group that produces optimistically validated

blocks. These blocks serve as input for re-validation by core validators who run concurrently

and combine inputs from multiple optimistic processing groups, thus maximizing the system’s

throughput (Figure 6.4). Valid transactions are included in a finalized block that is added to

the shard’s ledger and are finally included in the state block. However, when core validators

detect an inconsistency, then the respective optimistically validated transaction is excluded

and the validators who signed the invalid block are identified and held accountable, e.g., by

withholding any rewards or by excluding them from the system. We remark that the exact

details of such punishments depend on the incentive scheme that is out of the scope of this

work. Given a minimal incentive to misbehave and the quantifiable confidence in the security

of optimistic validation (Figure 6.5), clients can choose, depending on their needs, to take

advantage of real-time processing with an optimistic assurance of finality or to wait to have

their transaction finalized.

6.6 Security Analysis

Our contributions are mainly pragmatic rather than theoretical and in this section, we provide

an informal security analysis supplementing the arguments in Sections 6.4 and 6.5.

6.6.1 Randomness Creation

RandHound assumes an honest leader who is responsible for coordinating the protocol run

and for making the produced randomness available to others. In OMNILEDGER, however,

we cannot always guarantee that an honest leader will be selected. Although a dishonest

leader cannot affect the unbiasability of the random output, he can choose to withhold the
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randomness if it is not to his liking, thus forcing the protocol to restart. We economically

disincentivize such behavior and bound the bias by the randomized leader-election process.

The leader-election process is unpredictable as the adversary is bound by the usual crypto-

graphic hardness assumptions and is unaware of (a) the private keys of the honest validators

and (b) the input string x to the VRF function. Also, OMNILEDGER’s membership is unpre-

dictable at the moment of private key selection and private keys are bound to identities. As a

result, the adversary has at most m = 1/4 chance per round to control the elected leader as

he controls at most 25% of all nodes. Each time an adversary-controlled leader is elected and

runs RandHound the adversary can choose to accept the random output, and the sharding

assignment produced by it, or to forfeit it and try again in hopes of a more favorable yet still

random assignment. Consequently, the probability that an adversary controls n consecutive

leaders is upper-bounded by P [X ≥ n] = 1
4n < 10−λ. For λ = 6, the adversary will control at

most 10 consecutive RandHound runs. This is an upper bound, as we do not include the

exclusion of the previous leader from the consecutive elections.

6.6.2 Shard-Size Security

We previously made the assumption that each shard is collectively honest. This assumption

holds as long as each shard has less than c = bn
3 c malicious validators, because ByzCoinX

requires n = 3 f +1 to provide BFT consensus.

The security of OMNILEDGER’s validator assignment mechanism is modeled as a random

sampling problem with two possible outcomes (honest or malicious). Assuming an infinite

pool of potential validators, we can use the binomial distribution (Eq. 6.1). We can assume

random sampling due to RandHound’s unpredictability property that guarantees that each

selection is completely random; this leads to the adversarial power of at most m = 0.25.

P
[

X ≤ bn

3
c
]
=

n∑
k=0

(
n

k

)
mk (1−m)n−k (6.1)

To calculate the failure rate of one shard, i.e., the probability that a shard is controlled by an

adversary, we use the cumulative distributions over the shard size n, where X is the random

variable that represents the number of times we pick a malicious node. Figure 6.5 (right)

illustrates the proposed shard size, based on the power of the adversary. In a similar fashion,

we calculate the confidence a client can have that an optimistic validation group is honest

(left).
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Figure 6.5 – Left: Shard size required for 10−6 system failure probability under different
adversarial models. Right: Security of an optimistic validation group for 12.5% and 25%
adversaries.

6.6.3 Epoch Security

In the last section, we modeled the security of a single shard as a random selection process

that does, however, not correspond to the system’s failure probability within one epoch.

Instead, the total failure rate can be approximated by the union bound over the failure rates of

individual shards.

We argue that, given an adequately large shard size, the epoch-failure probability is negligible.

We can calculate an upper bound on the total-failure probability by permitting the adversary to

run RandHound multiple times and select the output he prefers. This is a stronger assumption

than what RandHound permits, as the adversary cannot go back to a previously computed

output if he chose to re-run RandHound. An upper bound of the epoch failure event XE is

given by

P [XE ] ≤
l∑

k=0

1

4k
·n ·P [XS ] (6.2)

where l is the number of consecutive views the adversary controls, n is the number of shards

and P [XS] is the failure probability of one shard as calculated in Section 6.6.2. For l →∞, we

get P [XE ] ≤ 4
3 ·n ·P [XS]. More concretely, the failure probability, given a 12.5%-adversary and

16 shards, is 4 ·10−5 or one failure in 68.5 years for one-day epochs
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6.6.4 Group Communication

We now show that OMNILEDGER’s group-communication pattern has a high probability of

convergence under faults. We assume that there are N nodes that are split in
p

N groups ofp
N nodes each.

Setting the Time-Outs

In order to ensure that the shard leader will have enough time to find honest group leaders,

we need to set up the view change time-outs accordingly. OMNILEDGER achieves this by

having two time-outs. The first timeout T1 is used by the shard leader to retry the request to

non-responsive group members. The second timeout T2 is used by the group members to

identify a potential failure of a shard leader and to initiate a view-change [55]. To ensure that

the shard leader has enough time to retry his requests, we have a fixed ratio of T1 = 0.1T2 .

However, if the T2 is triggered, then in the new view T2 doubles (as is typical [55]) in order to

compensate for an increase in the network’s asynchrony, hence T1 should double to respect

the ratio.

Reaching Consensus

We calculate the probability for a group size N = 600 where
p

N = 25: Given a population of 600

nodes and a sampling size of 25, we use the hypergeometric distribution for our calculation

which yields a probability of 99.93% that a given group will have less than 25−10 = 15 malicious

nodes. A union bound over 25 groups yields a probability of 98.25% that no group will have

more than 15 malicious nodes. In the worst case, where there are exactly 1
3 malicious nodes

in total, we need all of the honest validators to reply. For a group that contains exactly 15

malicious nodes, the shard’s leader will find an honest group leader (for ByzCoinX) after 10

tries with a probability of 1− ((15/24)10) = 98.6%. As a result, the total probability of failure is

1−0.986∗0.9825 = 0.031.

This failure does not constitute a compromise of the security of OMNILEDGER. Rather, it

represents the probability of a failure for the shard leader who is in charge of coordinating the

shard’s operation. If a shard leader indeed fails, then a new shard leader will be elected having

97% probability of successfully reaching consensus.

6.6.5 Censorship Resistance Protocol

One issue existing in prior work [149, 173] that OMNILEDGER partially addresses is when a

malicious shard leader censors transactions. This attack can be undetectable from the rest of

the shard’s validators. A leader who does not propose a transaction is acceptable as far as the

state is concerned, but this attack can compromise the fairness of the system or be used as a

coercion tool.
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For this reason, we enable the validators to request transactions to be committed, because

they think the transactions are censored. They can either collect those transactions via the

normal gossiping process or receive a request directly from a client. This protocol can be run

periodically (e.g., once every 10 blocks). We denote N = 3 f +1 validators exist where at most f

are dishonest.

Figure 6.6 – Anti-censorship mechanism OMNILEDGER

The workflow (Figure 6.6), starts 1© with each validator proposing a few (e.g., 100)3 blinded

transactions for anti-censorship, which initiates a consensus round. The leader should add in

the blocks all the proposals, however, he can censor f of the honest proposers. Nevertheless,

he is blind on the f inputs he has to add from the honest validators he will reach consensus

with. Once the round ends, there is a list 2© of transactions that are eligible for anti-censorship,

which is a subset of the proposed. As the transactions are blinded, no other validator knows

which ones are proposed before the end of the consensus. Each validators reveals 3© his

chosen transactions, the validators check that the transactions are valid and run consensus

on which ones they expect the leader to propose. The leader is then obliged to include 4© the

transactions that are consistent with the state, otherwise the honest validators will cause a

view-change [55]. This way, if a validator sees transactions with normal fee-size being starved,

he can preserve fairness.

6.7 Implementation

We implemented OMNILEDGER and its subprotocols for sharding, consensus, and processing

of cross-shard transactions in Go [118]. For sharding, we combined RandHound’s code,

available on GitHub, with our implementation of a VRF-based leader-election mechanism

by using a VRF construction similar to the one of Franklin and Zhang [107]. Similarly, to

implement ByzCoinX, we extended ByzCoin’s code, available on GitHub as well, by the parallel

block commitment mechanism as introduced in Section 6.5.2. We also implemented the

Atomix protocol, see Section 6.4.3, on top of the shards and a client that dispatches and verifies

cross-shard transactions.

3The number should be small otherwise this protocol will take over the normal validation.
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Table 6.1 – OMNILEDGER transaction confirmation latency in seconds for different configura-
tions with respect to the shard size s, adversarial power f /n, and validation types.

[s, f /n] [4,1%] [25,5%] [70,12.5%] [600,25%]

Regular val. 1.38 5.99 8.04 14.52

1st lvl. val. 1.38 1.38 1.38 4.48
2nd lvl. val. 1.38 55.89 41.84 62.96

6.8 Evaluation

In this section, we experimentally evaluate our prototype implementation of OMNILEDGER.

The primary questions we want to evaluate concern the overall performance of OMNILEDGER

and whether it truly scales out (Section 6.8.2), the cost of epoch transitions (Section 6.8.3),

the client-perceived latency when committing cross-shard transactions (Section 6.8.4), and

the performance differences between ByzCoinX and ByzCoin with respect to throughput and

latency (Section 6.8.5).

6.8.1 Experimental Setup

We ran all our experiments on DeterLab using 60 physical machines, each equipped with

an Intel E5-2420 v2 CPU, 24 GB of RAM, and a 10 Gbps network link. To simulate a realistic,

globally distributed deployment, we restricted the bandwidth of all connections between

nodes to 20 Mbps and impose a latency of 100 ms on all communication links. The basis for

our experiments was a data set consisting of the first 10,000 blocks of the Bitcoin blockchain.

6.8.2 OMNILEDGER Performance

In this experiment, we evaluate the performance of OMNILEDGER in terms of throughput and

latency in different situations: we distinguish the cases where we have a fixed shard size and

varying adversarial power (in particular 1%, 5%, 12.5%, and 25%) or the other way round. We

also distinguish between configurations with regular or trust-but-verify validations where we

use 1 MB blocks in the former case and 500 KB for optimistically validated blocks and 16 MB

for final blocks in the latter case. In order to provide enough transactions for the final blocks,

for each shard, there are 32 optimistic validation groups concurrently running; they all feed to

one core shard, enabling low latency for low-risk transactions (Table 6.1) and high throughput

of the total system.

Figure 6.7 shows OMNILEDGER’s throughput for 1800 hosts in different configurations and, for

comparison, includes the average throughput of Visa at ≈ 4000 tx/sec. Additionally, Table 6.1

shows the confirmation latency in the above configuration.

We observe that OMNILEDGER’s throughput with trust-but-verify validation is almost an order
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Figure 6.7 – OMNILEDGER throughput for 1800 hosts, varying shard sizes s, and adversarial
power f /n.

Table 6.2 – OMNILEDGER scale-out throughput in transactions per second (tps) for a adversarial
power of f /n = 12.5% shard size of s = 70, and a varying number of shards m.

m 1 2 4 8 16

tps 439 869 1674 3240 5850

of magnitude higher than with regular validation, at the cost of a higher latency for high-

risk transactions that require both validation steps. For low-risk transactions, OMNILEDGER

provides an optimistic confirmation in a few seconds after the first validation step, with less

than 10% probability that the confirmation was vulnerable to a double-spending attack due to

a higher-than-average number of malicious validators. For high-risk transactions, the latency

to guarantee finality is still less than one minute.

Table 6.2 shows the scale-out throughput of OMNILEDGER with a 12.5% adversary, a shard size

of 70, and a number of shards m between 1 and 16. As we can see, the throughput increases

almost linearly in the number of shards.

In Figure 6.7, with a 12.5% adversary and a total number of 1800 hosts, we distributed the

latter across 25 shards for which we measured throughput of 13,000 tps corresponding to 3

times the level of Visa. If we want to maintain OMNILEDGER’s security against a 25% adversary

and still achieve the same average throughput of Visa, i.e., 4000 tps, then we estimate that we

need to increase the number of hosts to about 4200 (which is less than the number of Bitcoin

full nodes [32]) and split them into 7 shards. Unfortunately, our experimental platform could

not handle such a high load, therefore, we mention here only an estimated value.
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Figure 6.8 – Epoch transition latency.

6.8.3 Epoch-Transition Costs

In this experiment, we evaluate the costs for transitioning from an epoch e −1 to epoch e.

Recall, that at the end of epoch e −1 the new membership configuration is first collectively

signed, then used for the VRF-based leader-election. Once the leader is elected, he runs

RandHound with a group-size of 16 hosts (which is secure for a 25% adversary [242]) and

broadcasts it to all validators, who then verify the result and connect to their peers. We assume

that validators already know the state of the shard they will be validating. It is important to

mention that this process is not on the critical path, but occurs concurrently with the previous

epoch. Once the new groups have been setup, the new shard leaders enforce a view-change.

As we can see in Figure 6.8, the cost of bootstrapping is mainly due to RandHound that takes

up more than 70% of the total run time. To estimate the worst-case scenario, we refer to our

security analysis in Section 6.6.1 and see that, even in the case with 1800 hosts, an honest

leader is elected after 10 RandHound runs with high probability, which takes approximately 3

hours. Given an epoch duration of one day, this worst-case overhead is acceptable.

6.8.4 Client-Perceived End-to-End Latency with Atomix

In this experiment we evaluate in different shard configurations, the client-perceived, end-

to-end latency when using Atomix. As shown in Figure 6.9, the client-perceived latency is

almost double the value of the consensus latency as there are already other blocks waiting to

be processed in the common case. Consequently, the inclusion of the transaction in a block is

delayed. This latency increases slightly further when multiple shards validate a transaction.

The overall end-to-end latency would be even higher if a client had to wait for output shards

to run consensus that, however, is not required.
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Figure 6.9 – Client-perceived, end-to-end latency for cross-shard transactions via Atomix.

Table 6.3 – ByzCoinX latency in seconds for different concurrency levels and data sizes.

Concurrency

Data Size 1 2 4 8

1 MB 15.4 13.5 12.6 11.4
8 MB 32.2 27.7 26.0 23.2

32 MB 61.6 58.0 50.1 50.9

If the client wants to spend the new funds directly, he can batch together the proof-of-

acceptance and the expenditure transaction in order to respect the input-after-output con-

straint.

Overall, the client-perceived end-to-end latency for cross-shard transactions is not signifi-

cantly affected when increasing the number of shards.

6.8.5 ByzCoinX Performance

In this experiment, we measure the performance improvements of ByzCoinX over the original

ByzCoin. To have a fair comparison, each data-series corresponds to the total size of data

concurrently in the network, meaning that if the concurrency level is 2 then there are 2 blocks

of 4 MB concurrently, adding to a total of 8 MB, whereas a concurrency level of 4 means 4

blocks of 2 MB each.

In Figures 6.10 and Table 6.3, we see that there is a 20% performance increase when mov-

ing from one big block to four smaller concurrently running blocks, with a concurrent 35%

decrease in the per-block consensus latency. This can be attributed to the higher resource

utilization of the system, when blocks arrive more frequently for validation. When the concur-

rency further increases, we can see a slight drop in performance, meaning that the overhead
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Figure 6.10 – ByzCoinX throughput in transactions per second for different levels of concur-
rency.

of the parallel consensus outweighs the parallelization benefits, due to the constant number

of cryptographic operations per block.

Figure 6.11 illustrates the scalability of ByzCoin’s [149] tree and fall-back flat topology, versus

ByzCoinX’s more fault-tolerant (group-based) topology and its performance when failures

occur. As expected the tree topology scales better, but only after the consensus is run among

more than 600 nodes, which assumes an adversary stronger than usual (see Figure 6.5).

For a group size below 600, ByzCoinX’s communication pattern actually performs better than

ByzCoin’s. This is due to ByzCoinX’s communication pattern that can be seen as a shallow tree

where the roundtrip from root to leaves is faster than in the tree of ByzCoin. Hence, ByzCoin

has a fixed branching factor and an increasing depth, whereas ByzCoinX has a fixed depth and

an increasing branching factor. The effect of these two choices leads to better latencies for a

few hundred nodes for fixed depth. The importance of the group topology, however, is that it

is more fault tolerant because when failures occur the performance is not seriously affected.

This is not true for ByzCoin; it switches to a flat topology in case of failure that does not scale

after a few hundred nodes, due to the huge branching factor. This experiment was run with

1 MB blocks, the non-visible data point is at 300 seconds.

6.8.6 Bandwidth Costs for State Block Bootstrapping

In this experiment, we evaluate the improvements that state blocks offer to new validators

during bootstrapping. Recall, that during an epoch transition, a new validator first crawls the

identity blockchain, after which he needs to download only the latest state block instead of

replaying the full blockchain to create the UTXO state. For this experiment, we reconstructed

Bitcoin’s blockchain [35, 219] and created a parallel OMNILEDGER blockchain with weekly
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Figure 6.12 – Bootstrap bandwidth consumption with state blocks.

state blocks.

Figure 6.12 depicts the bandwidth overhead of a validator that did not follow the state for the

first 100 days. As we can see, the state block approach is better if the validator is outdated for

more than 19 days or 2736 Bitcoin blocks.

The benefit might not seem substantial for Bitcoin, but in OMNILEDGER, 2736 blocks are

created in less than 8 hours, meaning that for one day-long epochs, the state block approach is

significantly better. If a peak throughput is required and 16 MB blocks are deployed, we expect

reduced bandwidth consumption close to two orders of magnitude.
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6.9 Limitation and Future Work

OMNILEDGER is still a proof of concept and has limitations that we want to address in future

work. First, even if the epoch bootstrap does not interfere with the normal operation, its

cost (in the order of minutes) is significant. We leave to future work the use of advanced

cryptography, such as BLS [39] for performance improvements. Additionally, the actual

throughput is dependent on the workload as shown in Chainspace [6]. If all transactions

touch all the shards before committing, then the system is better off with only one shard.

We leave to future work the exploration of alternative ways of sharding, e.g., using locality

measures. Furthermore, we rely on the fact that honest validators will detect that transactions

are unfairly censored and change the leader in the case of censorship. But, further anti-

censorship guarantees are needed. We provide a protocol sketch in Section 6.6.5 and leave

to future work its implementation and further combination with secret sharing techniques

for providing stronger guarantees. Another shortcoming of OMNILEDGER is that it does

not formally reason around the incentives of participants and focus on the usual honest

or malicious model, which can be proven unrealistic in anonymous open cryptocurrencies.

Finally, the system is not suitable for highly adaptive adversaries, as the bootstrap time of an

epoch is substantial and scales only moderately, thus leading to the need for day-long epochs.

6.9.1 Atomix for State-full Objects

T,
T

T

T,

Figure 6.13 – State-Machine for the UTXO model. No locking is necessary

The original Atomix protocol in Section 6.4 implements a state machine as depicted in Fig-
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Figure 6.14 – State-Machine for the account model. Pessimistic locking is necessary

ure 6.13. We leave for future work the implementation of Atomix for state-full objects as

described below.

To enable the use of such an algorithm in smart contracts we need to account on the fact that

a smart-contract object is mutable and can be accessed concurrently for a legitimate reason.

As a result, we need to modify the algorithm in two ways: a) the Unlock transactions should

be sent to both Input and Output shards and b) the state machine should have one more

state as the shards need to wait for confirmation before unlocking. This is necessary because

there is the chance that the (state-full) object will be accessed again and this could violate the

input-after-output dependency if Atomix decides to abort.

In Figure 6.14, we can see that an object will Lock for a specific transaction (T ) and will reject

any concurrent T ′, until T is committed and the new state S′ is logged, or aborted and the old

state S is open for change again.

6.10 Conclusion

OMNILEDGER is the first DL that securely scales-out to offer a Visa-level throughput and a

latency of seconds while preserving full decentralization and protecting against a Byzantine

adversary. OMNILEDGER achieves this through a novel approach consisting of three steps. First,

OMNILEDGER is designed with concurrency in mind; both the full system (through sharding)

and each shard separately (through ByzCoinX) validate transactions in parallel, maximizing

resource utilization while preserving safety. Second, OMNILEDGER enables any user to transact
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safely with any other user, regardless of the shard they use, by deploying Atomix, an algorithm

for cross-shard transactions as well as real-time validation with the introduction of a trust-but-

verify approach. Finally, OMNILEDGER enables validators to securely and efficiently switch

between shards, without being bound to a single anti-Sybil attack method and without stalling

between reconfiguration events.

We implemented and evaluated OMNILEDGER and each of its sub-components. ByzCoinX

improves ByzCoin both in performance, with 20% more throughput and 35% less latency,

and in robustness against failures. Atomix offers secure processing of cross-shard transac-

tions and its overhead is minimal compared to intra-shard consensus. Finally, we evaluated

the OMNILEDGER prototype thoroughly and showed that it can indeed achieve Visa-level

throughput.
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7 CALYPSO: Verifiable Management of
Private Data over Blockchains

7.1 Introduction

New data privacy legislation, such as the European Union General Data Protection Regulation

(GDPR) [94] or the EFF’s call for information fiduciary rules for businesses [223], has reignited

interest in secure management of private data. The ability to effectively share and manage data

is one of the cornerstones of the digital revolution that turned many applications and processes

to be data-driven and data-dependent. However, the current model of data management

via a single server has repeatedly proven to be insecure and unfair: centralized data-sharing

makes it possible to covertly grant access to unauthorized parties [164], and centralized data

life-cycle management can fail to enforce all phases of the cycle and “forget” to delete user

data [108]. Lastly, well-located servers may have an unfair advantage in accessing information

faster than others, thereby, for example, requiring additional burdensome regulations for

trading markets [152].

Replacing single points of failure with decentralized alternatives is an obvious approach to

achieve more transparent and fair data sharing and management. Decentralized data-sharing

can give rise to data markets controlled by users [237] and not solely by tech giants such as

Google or Facebook; enable sharing of confidential data between mutually distrustful parties,

such as state institutions or even different countries; or bring the much-needed transparency

to lawful access requests [98]. Decentralized data life-cycle management can enable effective

and guaranteed data retention (e.g., legal or corporate data retention policies or enforcement

of the “right to be forgotten”), or an implementation of an information-publication version of a

dead man’s switch [91] that enables journalists to create a contingency plan to have entrusted

data disclosed under specific circumstances. Finally, if correctly implemented, decentralized

data life-cycle management can also result in fair lotteries [12], games (e.g., poker [157]), and

trading (e.g., exchanges [73]).

Unfortunately, current decentralized data-sharing applications [170, 203] fail to manage

private data securely unless they forfeit the full life-cycle management [109] and publish

encrypted data on Bitcoin; or rely on semi-centralized solutions [15, 256]. Furthermore, de-
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Figure 7.1 – Auditable data sharing in CALYPSO: (1) Wanda encrypts data under the secret-
management cothority’s key, specifying the intended reader (e.g., Ron) and the access policy,
and then sends it to the access-control cothority which verifies and logs it. (2) Ron downloads
the encrypted secret from the blockchain and then requests access to it by contacting the
access-control cothority which logs the query if valid, effectively authorizing Ron’s access
to the secret. (3) Ron asks the secret-management cothority for the secret shares of the key
needed to decrypt the secret by proving that the previous authorization by access-control
cothority was successful. (4) Ron decrypts the secret. If a specific application requires fairness,
the data can be atomically disclosed on-chain.

centralized applications that rely on the timing of data disclosure to enforce fairness are

susceptible to front-running attacks where the adversary gets early access to information and

unfairly adapts their strategies. For example, the winner of the Fomo3D [225] event (gaining

a prize of 10.5k Ether ( $2.2M at the time)) enforced an early termination of the lottery by

submitting a sequence of high-fee transactions, which significantly increased his winning

probability. Due to the lack of fairness guarantees, decentralized exchanges remain vulnera-

ble [73] or resort to centralized order-book matching (e.g., 0x Project [64]), and decentralized

lotteries require collateral [12] or run in a non-constant number of rounds [183].

In this paper, we introduce CALYPSO, a new secure data-management framework that ad-

dresses the challenge of providing fair and verifiable access to private information without

relying on a trusted party. In achieving this goal CALYPSO faces three key challenges. First,

CALYPSO has to provide accountability for all accesses to confidential data to ensure that

secrets are not improperly disclosed and to enforce the proper recording of data accesses and

usage. Second, CALYPSO has to prevent front-running attacks and guarantee fair access to

information. Third, CALYPSO has to enable data owners to maintain control over the data

they share, and data consumers to maintain access even when their identities (public keys)

are updated. In particular, CALYPSO should allow for flexible updates to access-control rules
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and user identities, e.g., to add or revoke access rights or public keys. Figure 7.1 provides an

overview of a typical data-sharing application using CALYPSO that builds on top of a novel

abstraction called on-chain secrets (OCS) and uses skipchains [195, 148] to provide dynamic

access-control and identity management.

On-chain secrets addresses the first two challenges by combining threshold cryptography [222,

227, 229] and blockchain technology [149, 250] to enable users to share their encrypted data

with collective authorities (cothorities) that are responsible for enforcing access-control and

atomically disclosing data to authorized parties. Furthermore, CALYPSO combines on-chain

secrets with skipchains [148, 195] in order to enable dynamic access-control and identity-

management. We present two specific secure implementations of on-chain secrets, namely

one-time secrets and long-term secrets, that have different trade-offs in terms of computational

and storage overheads.

To evaluate CALYPSO, we implemented a prototype in Go and ran experiments on commod-

ity servers. We implemented both versions of on-chain secrets and show that they have a

moderate overhead of 0.2 to 8 seconds for cothorities of 16 and 128 trustees, respectively,

and overall scale linearly in the number of trustees. Furthermore, in addition to evaluations

on simulated data, we tested two deployments of CALYPSO using real data traces. First, we

deployed a document-sharing application and tested it under different loads. CALYPSO takes

10–20 (10–150) seconds to execute a write (read) request, and has a 0.2× to 5× latency over-

head compared to a semi-centralized solution that stores data on the cloud. Finally, we show

that CALYPSO-based zero-collateral lotteries significantly outperform the state-of-the-art as

they require 1 and logn rounds to finish, respectively, where n denotes the number of lottery

participants.

In summary, this paper makes the following contributions.

• We introduce CALYPSO, a decentralized framework for auditable management of private

data while maintaining fairness and confidentiality (see Section 7.3). CALYPSO enables

dynamic updates to access-control rules without compromising security.

• We present on-chain secrets and its two implementations, one-time and long-term

secrets, that enable transparent and efficient management of data without requiring a

trusted third party (see Section 7.4).

• We demonstrate the feasibility of using CALYPSO to address the data sharing needs of

actual organizations by presenting three classes of realistic, decentralized deployments:

auditable data sharing, data life-cycle management, and atomic data publication (see

Section 7.7). To evaluate our system and conduct these feasibility studies, we created an

implementation of CALYPSO which was independently audited and will be released as

open-source (see Sections 7.8 and 7.9).
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7.2 Motivating Applications

In this section, we motivate the practical need for CALYPSO by describing how it can enable

security and fairness in three different classes of applications: auditable data sharing, data

life-cycle management, and atomic data publication.

7.2.1 Auditable Data Sharing.

Current cloud-based data-sharing systems (e.g., Dropbox or Google Drive) provide a conve-

nient way to store and share data, however, their main focus is on integrity whereas ensuring

data confidentiality and access accountability is often secondary if provided at all. Further,

clients must trust the individual companies that these properties are indeed achieved in

practice as clients, for a variety of reasons, are typically not able to verify these security guar-

antees themselves. Furthermore, many systems often provide only retroactive and network-

dependent detection mechanisms for data integrity failures [168, 177]. Consequently, any

secure data-sharing system should be decentralized to avoid the need to rely on trusted third

parties, and it should provide integrity, confidentiality, and accountability and ensure that any

violations can be detected proactively.

Current decentralized data-sharing applications [170, 203, 239, 251] that focus on shared

access to private data often fail to manage these private data in a secure and accountable man-

ner, especially when it comes to sharing data between independent and mutually-distrustful

parties. They either ignore these issues altogether [139, 253], fall back on naive solutions [109],

or use semi-centralized approaches [15, 138, 256], where access information and hashes of

the data are put on-chain but the secret data is stored and managed off-chain, hence violating

the accountability requirement.

To address the above challenges and enable secure decentralized data-sharing applications,

CALYPSO uses threshold cryptography and distributed-ledger technology to protect the in-

tegrity and confidentiality of shared data and to ensure data-access accountability by generat-

ing a third-party verifiable audit trail for data accesses. Designers of decentralized applications

can further use CALYPSO to achieve additional functionalities such as monetizing data accesses

or providing proofs to aid investigations of data leaks or breaches.

7.2.2 Data Life-Cycle Management.

Custodian systems can provide secure data life-cycle management and have a variety of useful

applications. However, certain features, such as provable deletion and provable publication,

are problematic to achieve in practice. The lack of provable deletion mechanisms affects users

who want to enforce their legal right to be forgotten provided by the EU GDPR legislature [94].

This situation is particularly tricky when the relevant data is stored in the databases of large

organizations, such as Google or Facebook, whose systems were not designed to provide
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this feature. Provable publication of data based on user-specified policies would permit

automatic publication of documents, for example, legal wills or estate plans, but only when

specific conditions are met. Further, it would enable whistleblowers to implement digital life

insurances where files are published automatically unless the custodian receives a regular

heartbeat message that bears the digital signature of the insured person [91, 215].

Securely realizing such custodian systems is a challenging task as the intuitive, centralized

designs would not protect users from malicious, bribed or coerced providers. Custodian

systems also need to provide support for (decentralized) access-control mechanisms to effec-

tively express and enforce rules, which is necessary to enable applications such as the ones

described above. Previous works have already attempted to design such systems but they have

weak spots, e.g., in terms of failure resilience or guaranteed erasure of data [108].

CALYPSO solves these challenges with on-chain secrets and an expressive access-control

mechanism that enables the revocation of access rights for everyone, effectively preventing

any access to the secrets stored on-chain. Furthermore, the access-control mechanism can

express not only time-based but also event-based public decryption (e.g., reveal data in the

absence of a heartbeat message).

7.2.3 Atomic Data Publication.

Security and fairness requirements significantly change when an application is deployed in a

Byzantine, decentralized environment as opposed to the traditional, centralized setting. For

example, an adversary can easily gain an unfair advantage over honest participants through

front-running attacks [73, 225, 241] if decentralized applications, such as lotteries [12], poker

games [157], or exchanges [73], are not designed with such attacks in mind. To protect users

against front-running, these applications often fall back to trusted intermediaries giving up

decentralization, or they implement naive commit-and-reveal schemes exposing themselves

to liveness attacks where adversaries can DoS the application or force it to restart by refusing

to reveal their inputs. To provide failure resilience and protect against such late aborts, many

applications introduce complex incentive mechanisms whose security guarantees are usually

difficult to analyze [12, 157].

In CALYPSO, all inputs committed by the participants (e.g., lottery randomness, trading bids,

game moves) remain confidential up to a barrier point that is expressed through specific

rules defined in a policy. All of the decommitted values are taken into account to compute

and atomically disclose the results of the protocol to every interested party. Consequently,

CALYPSO resolves the tension between decentralization, fairness, and availability, and provides

a secure foundation for decentralized applications.
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7.3 CALYPSO Overview

This section provides an overview of CALYPSO. We start with a strawman solution to motivate

the challenges that any secure, decentralized data-sharing and management system should

address. We then derive the system goals from our observations, describe system and threat

models, and lastly present the system design (see Figure 7.1).

7.3.1 Strawman Data Management Solution

We assume that the strawman consists of a tamper-resistant public log, such as the Bitcoin

blockchain, and that participants register their identities on-chain, e.g., as PGP keys. Now

consider an application on top of the strawman system where Wanda is the operator of a paid

service providing asynchronous access to some information and Ron is a customer. Once

Ron has paid the fee, Wanda can simply encrypt the data under Ron’s key, post the ciphertext

on-chain which Ron can then retrieve and decrypt at his discretion.

This strawman approach provides the intended functionality but has several drawbacks. (1)

There is no data access auditability because Ron’s payment record does not prove that he

actually accessed the data, and such a proof might be needed if the provided information

is misused, for example. (2) If Wanda ever wants to change the access rights, e.g., because

Ron cancelled his access subscription, she cannot do so because the ciphertext is on-chain

and Ron controls the decryption key. (3) If Ron ever needs to change his public key, he would

lose access to all data encrypted under that key, unless Wanda re-publishes that data using

Ron’s new key. (4) Since the exchange of payment and data is not atomic, having submitted a

payment successfully does not guarantee that Ron access to the data. (5) If Wanda makes the

data available on a first-come-first-serve basis, then customers with better connectivity are

able to make payments faster and thereby mount front-running attacks.

To address these issues, we introduce two new components and transform the strawman into

CALYPSO.

1. To enable auditability of data accesses and ensure atomic data delivery, we introduce

on-chain secrets (OCS) in Sections 7.4.1 and 7.4.2.

2. To enable decentralized, dynamic, user-sovereign identities and access policies, we

extend skipchains and integrate them with CALYPSO in Section 7.5.

7.3.2 System Goals

CALYPSO has the following primary goals.

• Confidentiality: Secrets stored on-chain can only be decrypted by authorized clients.
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• Auditability: All access transactions are third-party verifiable and recorded in a tamper-

resistant log.

• Fair access: Clients are guaranteed to get access on a secret they are authorized for if

any only if they posted an access request on-chain. If a barrier point exists, authorized

clients get concurrent access after it.

• Dynamic sovereign identities: Users (or organizations) fully control their identities

(public keys) and can update them in a third-party verifiable way.

• Decentralization: No single point of compromise or failure.

7.3.3 System Model

There are four main entities in CALYPSO: writers who put secrets on-chain, readers who retrieve

secrets, an access-control collective authority that is responsible for logging write and read

transactions on-chain and enforcing access control for secrets, and a secret-management

collective authority that is responsible for managing and delivering secrets. In the rest of the

paper, we use Wanda and Ron to refer to a (generic) writer and reader, respectively.

A collective authority or cothority is an abstract decentralized entity that is responsible for

some authoritative action. We call the nodes of a cothority trustees. For example, the set of

Bitcoin miners can be considered a cothority that maintain the consistency of Bitcoin’s state.

The access-control cothority requires a Byzantine fault-tolerant consensus [149, 150, 159, 191].

There are various ways to implement an access-control cothority, e.g., as a set of permissioned

servers that maintains a blockchain using BFT consensus or as an access-control enforcing

a smart contract on top of a permissionless cryptocurrency such as Ethereum. The secret-

management cothority membership is fixed; it may be set up on a per-secret basis or in a

more persistent setting, the differences of which are discussed in Section 7.4. The secret-

management trustees maintain their private keys and may need to maintain additional secret

state, such as private-key shares. They do not run consensus for every transaction.

We denote private and public key pairs of Wanda and Ron by (skW ,pkW ) and (skR ,pkR ). Anal-

ogously, we write (ski ,pki ) to refer to the key pair of trustee i . To denote a list of elements we

use angle brackets, e.g., we write 〈pki 〉 to refer to a list of public keys pk1, . . . ,pkn . We assume

that there is a registration mechanism through which writers have to register their public

keys pkW on the blockchain before they can start any secret-sharing processes. We denote an

access-control label by policy, where policy = pkR is the simplest case with Ron being the only

reader.

7.3.4 Threat Model

We make the usual cryptographic assumptions: the adversary is computationally bounded,

cryptographically-secure hash functions exist, and there is a cyclic group G (with generator
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g ) in which the decisional Diffie-Hellman assumption holds. We assume that participants,

including trustees, verify the signatures of the messages they receive and process those that

are correctly signed.

In the respective cothorities, we denote the total number of trustees by n and those that are

malicious by f . Depending on the consensus mechanism that is used for the blockchain

underlying the access-control cothority, we either require an honest majority n = 2 f +1 for

Nakamoto-style consensus [191] or n = 3 f +1 for classic BFT consensus [149]1. In the secret-

management cothority, we require n = 2 f + 1 and set the threshold to recover a secret to

t = f +1.

We assume that readers and writers do not trust each other. We further assume that writers

encrypt the correct data and share the correct symmetric key with the secret-management

cothority, as readers can release a protocol transcript and prove the misbehavior of writers.

Conversely, readers might try to get access to a secret and claim later that they have never

received it. Additionally, writers might try to frame readers by claiming that they shared a

secret although they have never done so. Finally, the writer can define a barrier point, an

event before which no one can access the secret guaranteeing fair access. We guarantee

data confidentiality up to the point where an authorized reader gains access. To maintain

confidentiality after this point, writers may rely on additional privacy-preserving technologies

such as differential privacy [83] or homomorphic encryption [97].

7.3.5 Architecture Overview

On a high level CALYPSO enables Wanda, the writer, to share a secret with Ron, the reader, under

a specific access-control policy. When Wanda wants to put a secret on-chain (see Figure 7.1),

she encrypts the secret and then sends a write transaction txw to the access-control cothority.

The access-control cothority verifies and logs txw, making the secret available for retrieval by

Ron, the authorized reader. To request access to a secret, Ron downloads the secret from the

blockchain and sends to the access-control cothority a read transaction txr which carries a

valid authorization from Ron’s identity skipchain with respect to the current policy.

If Ron is authorized to access the requested secret, the access-control cothority logs txr.

Subsequently, Ron contacts the secret-management cothority to recover the secret. The secret-

management trustees verify Ron’s request using the blockchain and check that the barrier

point (if any) has occurred. Afterwards, the trustees deliver the secret shares of the key needed

to decrypt Wanda’s secret as shared in txw.
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Figure 7.2 – On-chain secrets protocol steps: (1) Write transaction, (2) Read transaction, (3)
Share retrieval, (4) Secret reconstruction.

7.4 On-Chain Secrets

In this section we introduce two on-chain secrets protocols, one-time secrets and long-term

secrets. Figure 7.2 provides an overview of on-chain secrets. The assumptions listed in the

previous section apply to both protocols. We also present two protocol extensions: an on-

chain blinded key exchange that allows concealing the identities of the readers as well as a

post-quantum secure version of on-chain secrets.

One-time secrets uses PVSS and employs a per-secret secret-management cothority. One-time

secrets’ simplicity enables each txw to define a fresh, ad hoc group of secret-management

trustees without any setup or coordination. This simplicity, however, comes at a price. The txw

size and the encryption/decryption overhead are linear in the size of the secret-management

cothority because all encrypted shares are included in the transaction and the number of

secret shares is equal to the size of the secret-management cothority.

Long-term secrets, the second approach to implementing on-chain secrets, requires the secret-

management cothority to perform a coordinated setup phase to generate a collective key

(DKG) and to maintain a minimal state of their DKG secret shares. As a result, however,

long-term secrets offers a constant encryption overhead and a flexible secret-management

cothority membership through re-sharing the shared key or re-encrypting existing secrets to a

new shared key.

1We assume the associated network model is strong enough to guarantee the security of the blockchain used.
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The on-chain private key exchange protocol can be applied to both on-chain secrets protocols

and hide the reader’s identity by blinding the reader’s public key in the write and read transac-

tions. Lastly, the post-quantum on-chain secrets describe the modifications needed to achieve

post-quantum security.

7.4.1 One-Time Secrets

One-time secrets is based on PVSS [222]. Wanda, the writer, first prepares a secret she wants to

share along with a policy that lists the public key of the intended reader. She then generates a

symmetric encryption key by running PVSS for the secret-management cothority members,

encrypts the secret with the key she shared and then stores the resulting ciphertext either

on-chain or off-chain. Finally, she sends a write transaction txw containing the information

necessary for the verification and retrieval of her secret to the access-control cothority to

have it logged. Ron, the reader, creates and sends to the access-control cothority a read

transaction txr for a specific secret. The trustees check txr against the secret’s access policy

and if Ron is authorized to access the secret, they log the transaction creating a proof of

access. Ron sends this proof together with the encrypted secret shares from txw to each secret-

management (PVSS) trustee and gets the secret key shares. Once Ron has received a threshold

of valid shares, he recovers the symmetric key and decrypts the original data.

Write transaction protocol

Wanda, the writer and each trustee of the access-control cothority perform the following

protocol to log the write transaction txw on the blockchain. Wanda initiates the protocol as

follows.

1. Compute h = H(policy) to map the access-control policy to a group element h to be

used as the base point for the PVSS polynomial commitments.

2. Choose a secret sharing polynomial s(x) =∑t−1
j=0 a j x j of degree t −1. The secret to be

shared is s =G s(0).

3. For each secret-management trustee i , compute the encrypted share ŝi = pks(i )
i of

the secret s and create the corresponding NIZK proof πŝi that each share is correctly

encrypted (see Section 2.3.6). Create the polynomial commitments b j = ha j , for 0 ≤ j ≤
t −1.

4. Set k = H(s) as the symmetric key, encrypt the secret message m to be shared as c =
enck (m), and compute Hc = H(c). Set policy = pkR to designate Ron as the intended

reader of the secret message m.

5. Finally, prepare and sign the write transaction

txw = [〈ŝi 〉 ,〈b j 〉 ,〈πŝi 〉 , Hc ,〈pki 〉 ,policy]sigskW
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and send it to the access-control cothority.

The access-control cothority then logs the write transaction on the blockchain as follows.

1. Derive the PVSS base point h =H(policy).

2. Verify each encrypted share ŝi against πŝi using 〈b j 〉 and h (see Section 2.3.6). This step

guarantees that Wanda correctly shared the encryption key.

3. If all shares are valid, log txw in block bw .

Read transaction protocol

After the write transaction has been recorded, Ron needs to log the read transaction txr through

the access-control cothority before he can request the secret. To do so, Ron performs the

following steps.

1. Retrieve the ciphertext c and bw , which stores txw, from the access-control cothority.

2. Check that H(c) is equal to Hc in txw to ensure that the ciphertext c of Wanda’s secret

has not been altered.

3. Compute Hw =H(txw) as the unique identifier for the secret that Ron requests access to

and determine the proof πtxw showing that txw has been logged on-chain.

4. Prepare and sign the transaction

txr = [Hw,πtxw ]sigskR

and send it to the access-control cothority.

The access-control cothority then logs the read transaction on the blockchain as follows.

1. Retrieve txw using Hw and use pkR , as recorded in policy, to verify the signature on txr.

2. If the signature is valid and Ron is authorized to access the secret, log txr in block br .

Share retrieval protocol

After the read transaction has been logged, Ron can recover the secret message m by running

first the share retrieval protocol with the secret-management cothority to obtain shares of the

encryption key used to secure m. To do so, Ron initiates the protocol as follows.

139



Chapter 7. CALYPSO: Verifiable Management of Private Data over Blockchains

1. Create and sign a secret-sharing request

reqshare = [txw, txr,πtxr ]sigskR

where πtxr proves that txr has been logged on-chain.

2. Send reqshare to each secret-management trustee to obtain the decrypted shares.

Each trustee i of the secret-management cothority responds to Ron’s request as follows.

1. Use pkR in txw to verify the signature of reqshare andπtxr to check that txr has been logged

on-chain.

2. Compute the decrypted share si = (ŝi )sk
−1
i , create a NIZK proof πsi that the share was

decrypted correctly (see Section 2.3.6), and derive ci = encpkR
(si ) to ensure that only

Ron can access it.

3. Create and sign the secret-sharing reply

repshare = [ci ,πsi ]sigski

and send it back to Ron.

Secret reconstruction protocol

To recover the secret key k and decrypt the secret m, Ron performs the following steps.

1. Decrypt each si = decpkR
(ci ) and verify it against πsi .

2. If there are at least t valid shares, use Lagrange interpolation to recover s.

3. Recover the encryption key as k =H(s) and use it to decrypt the ciphertext c to obtain

the message m = deck (c).

Achieving system goals

The one-time secrets protocol achieves all our goals except for dynamic sovereign identities.

Confidentiality of Secrets. The secret message m is encrypted under a symmetric key k which

is securely secret-shared using PVSS among the secret-management trustees such that t =
f +1 shares are required to reconstruct it. The access-control trustees verify and log on the

blockchain the encrypted secret shares which, based on the properties of PVSS, do not leak any

information about k. After the secret-management trustees receive a valid request reqshare,

they respond with their secret shares encrypted under the public key listed in policy from
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the respective write transaction txw. Further, a dishonest reader cannot obtain access to

someone else’s secret through a new write transaction that uses a policy that lists him as the

reader but copies secret shares from another transaction in hopes of having them decrypted

by the secret-management cothority. This is because each transaction is bound to a specific

policy which is used to derive the base point for the PVSS NIZK consistency proofs. Without

the knowledge of the decrypted secret shares (and the key k), the malicious reader cannot

generate correct proofs and all transactions without valid proofs are rejected. This means that

only the intended reader obtains a threshold of secret shares necessary to recover k and then

access m.

Auditability. Under the assumption that the access-control cothority provides Byzantine

consensus guarantees, all properly created read and write transactions are logged by the

access-control cothority on the blockchain. Once a transaction is logged, anyone can verify

this fact and obtain a third-party verifiable transaction inclusion proof.

Atomic Data Delivery. Once a read transaction txr is logged by the access-control cothority,

the reader can run the share retrieval protocol with the secret-management cothority. Under

the assumption that n = 2 f +1, the reader receives at least t = f +1 shares of the symmetric

encryption key k from the honest trustees. This guarantees that the reader has enough shares

to reconstruct k and access the secret message m using the secret reconstruction protocol.

Dynamic Sovereign Identities. While all participants maintain their own private keys and

hence their identities, the identities used in write transactions cannot be updated without

re-encrypting the secrets and posting new write transactions.

Decentralization. The protocols do not assume a trusted third party and they tolerate up to

t −1 failures.

Protocol advantages and shortcomings

The one-time secrets protocol uses existing and proven to be secure building blocks and its

design is simple to implement and analyze. Further, it does not require a setup phase among

the secret-management members, e.g., to generate a collective private-public key pair. It also

enables the use of a different secret-management cothority for each secret, without requiring

the servers to maintain any protocol state.

However, one-time secrets has a few shortcomings too. First, it incurs high PVSS setup and

share reconstruction costs as Wanda needs to evaluate the secret sharing polynomial at n

points, create n encrypted shares and NIZK proofs, along with t polynomial commitments.

Similarly, Ron has to verify up to n decrypted shares against the NIZK proofs and to re-

construct the secret on his device. Second, the transaction size increases linearly with the

secret-management cothority size. Because the secret-management trustees do not store any

per-secret protocol state making them nearly stateless, the write transaction txw must contain

the encrypted shares, NIZK proofs, and the polynomial commitments. Lastly, one-time se-
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crets does not enable re-encryption of the shares to another set of trustees, preventing the

possibility of moving shares from one set of secret-management trustees to another.

7.4.2 Long-Term Secrets

Long-term secrets address the above limitations through a dedicated secret-management

cothority that persists over a long period of time and that maintains a collective private-public

key pair used to secure access to the secrets.

After a one-time distributed key generation (DKG) phase (see Section 2.3.1 for details) per-

formed by the secret-management cothority, Wanda, the writer, prepares her secret message,

encrypts it with a symmetric key and then encrypts that key with the shared public key of the

secret-management cothority. As a result, the overhead of encrypting secrets is constant as

each write transaction contains a single ciphertext instead of individual shares. Ron, the reader,

recovers the symmetric key by obtaining a threshold of securely blinded shares of the collec-

tive private key and reconstructing the symmetric key himself or with the help of a trustee

he selects. Furthermore, the configuration of the secret-management cothority can change

by re-sharing the shared key or re-encrypting all the secrets to a new secret-management

cothority.

Protocol setup

Before any transactions can be created and processed, the secret-management cothority needs

to run a DKG protocol to generate a shared private-public key pair. There exist a number of

DKG protocols that are synchronous [110] or asynchronous [141]. Given the rarity of the setup

phase, we assume a pessimistic synchrony assumption for the DKG (e.g., every message is

posted to the access-control cothority blockchain) and implement the DKG by Gennaro et

al. [110] because of its simplicity and the fact that it permits a higher threshold of corruptions.

The output of the setup phase is a collective public key pksmc = Gsksmc , where sksmc is the

unknown collective private key. Each server i holds a share of the secret key denoted as ski

and all servers know the public counterpart pki =Gski . The secret key can be reconstructed by

combining a threshold t = f +1 of the individual shares. We assume that pksmc is registered

on the blockchain of the access-control cothority.

Write transaction protocol

Wanda and each trustee of the access-control cothority perform the following protocol to

log the write transaction txw on the blockchain. Wanda initiates the protocol through the

following steps.

1. Retrieve the collective public key pksmc of the secret-management cothority.
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2. Choose a symmetric key k and encrypt the secret message m to be shared as cm =
enck (m) and compute Hcm =H(cm). Set policy = pkR to designate Ron as the intended

reader of the secret message m.

3. Encrypt k towards pksmc using a threshold variant of the ElGamal encryption scheme [229].

To do so, embed k as a point k ′ ∈ G , pick a value r uniformly at random, compute

ck = (pkr
smck ′,Gr ) and create the NIZK proof πck to guarantee that the ciphertext is

correctly formed, CCA-secure and non-malleable.

4. Finally, prepare and sign the write transaction

txw = [ck ,πck , Hcm ,policy]sigskW

and send it to the access-control cothority.

The access-control cothority then logs the write transaction.

1. Verify the correctness of the ciphertext ck using the NIZK proof πck .

2. If the check succeeds, log txw in block bw .

Read transaction protocol

After txw has been recorded, Ron needs to log a read transaction txr through the access-control

cothority before he can request the decryption key shares. To do so, Ron performs the following

steps.

1. Retrieve the ciphertext cm and the block bw , which stores txw, from the access-control

cothority.

2. Check that H(cm) is equal to Hcm in txw to ensure that the ciphertext cm of Wanda’s

secret has not been altered.

3. Compute Hw =H(txw) as the unique identifier for the secret that Ron requests access to

and determine the proof πtxw showing that txw has been logged on-chain.

4. Prepare and sign the read transaction

txr = [Hw,πtxw ]sigskR

and send it to the access-control cothority.

The access-control cothority then logs txr as follows.
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1. Retrieve txw using Hw and use pkR , as recorded in policy, to verify the signature on txr.

2. If the signature is valid and Ron is authorized to access the secret, log txr in block br .

Share retrieval protocol

After the read transaction has been logged, Ron can recover the secret data by running the

share retrieval protocol with the secret-management cothority. To do so Ron initiates the

protocol as follows.

1. Create and sign a secret-sharing request

reqshare = [txw, txr,πtxr ]sigskR

where πtxr proves that txr has been logged on-chain.

2. Send reqshare to each secret-management trustee to request the blinded shares.

Each trustee i of the secret-management cothority responds to Ron’s request as follows.

1. Get Gr and pkR from txw and prepare a blinded share ui = (Gr pkR )ski with a NIZK

correctness proof πui .

2. Create and sign the secret-sharing reply

repshare = [ui ,πui ]sigski

and send it back to Ron.

Secret reconstruction protocol

To retrieve the decryption key k and recover the secret m, Ron performs as follows.

1. Wait to receive at least t valid shares ui = G (r+skR )ski = Gr ′ski and then use Lagrange

interpolation to recover the blinded decryption key

pkr ′
smc =

t∏
k=0

(Gr ′ski )λi ,

where λi is the i th Lagrange element.

2. Unblind pkr ′
smc to get the decryption key pkr

smc for ck via

(pkr ′
smc)(pkskR

smc)−1 = (pkr
smc)(pkskR

smc)(pkskR
smc)−1
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3. Retrieve the encoded symmetric key k ′ from ck via

(ck )(pkr
smc)−1 = (pkr

smck ′)(pkr
smc)−1,

decode it to k, and finally recover m = deck (cm).

Ron may delegate the costly verification and combination of shares to a trustee, i.e., the first

step of the above protocol. The trustee is assumed to be honest-but-curious and to not DoS

Ron. The trustee cannot access the secret, as he does not know skR and hence cannot unblind

pkr ′
smc. Ron can detect if the trustee carries out the recovery incorrectly.

Evolution of the secret-management cothority

The secret-management cothority is expected to persist over a long period of time and to re-

main secure and available. However, a number of issues can arise over its lifetime. First, servers

can join and leave the cothority resulting in churn. Second, even if the secret-management

cothority membership remains static, the private shares of the servers should be regularly (e.g.,

every month) refreshed to thwart an attacker who can attempt to collect a threshold of shares

over a period of time. Lastly, the collective private key of the secret-management cothority

should be rotated periodically e.g., once every year or two. Any change of the current collective

private-public key pair would require re-encrypting all of the long-lived secrets, however, if

done by simply choosing a new key pair.

We address the first two problems by periodically re-sharing [129] the existing collective public

key when a server joins or leaves the secret-management cothority, or when servers want to

refresh their private key shares. Lastly, when the secret-management cothority wants to rotate

the collective public/private key pair (pksmc, sksmc), CALYPSO needs to collectively re-encrypt

each individual secret under the new collective public key. To achieve this, we can generate

and use translation certificates [135] such that the secrets can be re-encrypted without the

involvement of their writers and without exposing the underlying secrets to any of the servers.

Achieving system goals

Long-term secrets achieves its goals similarly to one-time secrets with these differences.

Confidentiality of Secrets. In long-term secrets, the secret message m is encrypted under a

symmetric key k which is subsequently encrypted under a collective public key of the secret-

management cothority such that at least t = f +1 trustees must cooperate to decrypt it. The

ciphertext is bound to a specific policy through the use of NIZK proofs [229] so it cannot be

reposted in a new write transaction with a malicious reader listed in its policy. The access-

control trustees log the write transaction txw that includes the encrypted key which, based

on the properties of the encryption scheme, does not leak any information about k. After the

secret-management trustees receive a valid request reqshare, they respond with the blinded
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shares of the collective private key encrypted under the public key in policy from the respective

txw. Based on the properties of the DKG protocol, the collective private key is never known to

any single entity and can only be used if t trustees cooperate. This means, only the intended

reader gets a threshold of secret shares necessary to recover k and access m.

7.4.3 On-chain Blinded Key Exchange

In both on-chain secrets protocols, Wanda includes the public key of Ron in a secret’s policy

to mark him as the authorized reader. Once Wanda’s write transaction is logged, everyone

knows that she has shared a secret with Ron and correspondingly, once his read transaction is

logged, everyone knows that he has obtained the secret. While this property is desirable for

many deployment scenarios we envision, certain applications may benefit from concealing

the reader’s identity. See Section 7.7 for a discussion of CALYPSO’s deployment.

We introduce an on-chain blinded key exchange protocol, an extension that can be applied

to both on-chain secrets protocols. This protocol allows the writer to conceal the intended

reader’s identity in the write transaction and to generate a blinded public key for the reader

to use in his read transaction. The corresponding private key can only be calculated by the

reader and the signature under this private key is sufficient for the writer to prove that the

intended reader created the read transaction. The protocol works as follows.

1. Public Key Blinding. Wanda generates a random blinding factor b and uses it to calculate

a blinded version of Ron’s public key pkR̃ = pkb
R =Gb skR .

2. Write Transaction. Wanda follows either the one-time secrets or long-term secrets

protocol to create txw with the following modifications. Wanda encrypts b under pkR

to enable Ron to calculate the blinded version of his public key by picking a random

number b′ and encrypting b as (cb1 ,cb2 ) = (GskR b′
b,Gb′

). Then, she uses pkR̃ instead of

pkR in the policy. Wanda includes cb = (cb1 ,cb2 ) and policy in txw. After txw is logged,

she notifies Ron on a separate, secure channel that she posted txw such that he knows

which transaction to retrieve.

3. Read Transaction. When Ron wants to read Wanda’s secret, he first decrypts cb using

skR to retrieve b = (cb1 )(cskR

b2
)−1 = (GskR b′

b)(Gb′skR )−1. Then, he can compute skR̃ = b skR

and use this blinded private key to anonymously sign his txr.

4. Auditing. If Wanda wants to prove that Ron generated the txr, she can release b. Then,

anyone can unblind Ron’s public key pkR = pk−b
R̃

, verify the signature on the transaction

and convince themselves that only Ron could have validly signed the transaction as he

is the only one who could calculate skR̃ .

The on-chain blinded key exchange protocol enables Wanda to protect the identity of the

intended reader of her secrets without forfeiting any of the on-chain secrets’s guarantees,
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however, it requires the knowledge of the reader’s public key. As a consequence, this protocol

does not support dynamic identities discussed in Section 7.5, as we cannot predict and

blind an unknown, future public key. Nonetheless, this protocol provides a viable option for

applications where relationship privacy is more important than dynamic identity evolution.

An extension of this protocol that allows blinding of dynamic identities remains an open

challenge to be addressed in future work.

7.4.4 Post-Quantum On-chain Secrets

The security of both on-chain secrets implementations relies on the hardness of the discrete

logarithm (DL) problem. An efficient quantum algorithm [228] for solving the DL prob-

lem exists, however. One solution to provide post-quantum security in CALYPSO is to use

post-quantum cryptography (e.g., lattice-based cryptography [88]). Alternatively, we can im-

plement on-chain secrets using the Shamir’s secret sharing [227] scheme which is information-

theoretically secure. Unlike the publicly-verifiable scheme we previously used, Shamir’s secret

sharing does not prevent a malicious writer from distributing bad secret shares because the

shares cannot be verified publicly.

To mitigate this problem, we add a step to provide accountability of the secret sharing phase

by (1) requiring the writer to commit to the secret shares she wishes to distribute and (2)

requesting that each secret-management trustee verifies and acknowledges that the secret

share they hold is consistent with the writer’s commitment. As a result, assuming n = 3 f +1

and secret sharing threshold t = f +1, the reader can hold the writer accountable for producing

a bad transaction should he fail to correctly decrypt the secret message.

Write transaction protocol

Wanda prepares her write transaction txw with the help of the secret-management and access-

control cothorities, where each individual trustee carries out the respective steps. Wanda

initiates the protocol by preparing a write transaction as follows.

1. Choose a secret sharing polynomial s(x) =∑t−1
j=0 a j x j of degree t −1. The secret to be

shared is s = s(0).

2. Use k =H(s) as the symmetric key to compute the ciphertext c = enck (m) for the secret

message m and set Hc =H(c).

3. For each trustee i , generate a commitment qi =H(vi ∥ s(i )), where vi is a random salt

value.

4. Specify the access policy and prepare and sign txw.

txw = [〈qi 〉 , Hc ,〈pki 〉 ,policy]sigskW
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5. Send the share s(i ), salt vi , and txw to each secret-management trustee using a post-

quantum secure channel.

The secret-management cothority verifies txw as follows.

1. Verify the secret share by checking that (s(i ), vi ) corresponds to the commitment qi . If

yes, sign txw and send it back to Wanda as a confirmation that the share is valid.

The access-control cothority finally logs Wanda’s txw.

1. Wait to receive txw signed by Wanda and the secret-management trustees. Verify that at

least 2 f +1 trustees signed the transaction. If yes, log txw.

Read transaction, share request, and reconstruction protocols

The other protocols remain unchanged except that the secret-management trustees are already

in possession of their secret shares and the shares need not be included in txr. Once Ron

receives the shares from the trustees, he recovers the symmetric key k as before and decrypts c .

If the decryption fails, then the information shared by Wanda (the key, the ciphertext, or both)

was incorrect. Such an outcome would indicate that Wanda is malicious and did not correctly

execute the txw protocol. In response, Ron can release the transcript of the txr protocol in

order to hold Wanda accountable.

7.5 Skipchain Identity and Access Management

The CALYPSO protocols described so far do not provide dynamic sovereign identities. They

only support static identities (public keys) and access policies as they provide no mechanisms

to update these values. These assumptions are rather unrealistic though, as the participants

may need to change or add new public keys to revoke a compromised private key or to extend

access rights to a new device, for example. Similarly, it should be possible to change access

policies so that access to resources can be extended, updated or revoked and to define access-

control rules for individual identities and groups of users for greater flexibility and efficiency.

Finally, any access-control system that supports the above properties should be efficient as

well as secure to prevent freeze and replay attacks [195], and race conditions between applying

changes to access rights and accessing the resources.

In order to address these challenges and achieve dynamic sovereign identities, we introduce

the skipchain-based identity and access management (SIAM) subsystem for CALYPSO that pro-

vides the following properties: (1) Enable users to specify and announce updates to resource

access keys and policies. (2) Support identities for both individual users and groups of users.
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id: idRon
admin: pk1 ∧ pk2

service: pklab, pkdoc

id: idRon
admin: pk1 ∧ pk2

service: pklab, pkdoc
pkssh

sigsk1∧sk2

hash

id: idLab
admin: idRon

members: idRon, idEve

id: idLab
admin: idRon

members: idRon, idEve,
idAna

sigsklab

hash

id: idPaper
admin: idRon

access: idRon

id: idPaper
admin: idRon ∨ idAna

access: idLab

sigskdoc

hash

Personal identity skipchain

Federated identity skipchain

Resource policy skipchain

Figure 7.3 – Skipchain-based identity and access management (SIAM): First, Ron updates
his personal identity skipchain idRon to include pkssh. Afterwards, he uses sklab to extend
the federated identity skipchain idlab to add idAna as a member. Finally, he adds idAna as an
administrator and idlab as authorized readers to the resource policy skipchain idpaper by using
skdoc.

(3) Protect against replay and freeze attacks. (4) Enforce atomicity of accessing resources and

updating resource access rights to prevent race conditions.

7.5.1 Architecture

In SIAM, we introduce three types of skipchains [195], structures similar to a blockchain but

doubly-linked. Personal identity skipchains store the public keys that individual users control

and use to access resources. A user can maintain a number of public keys that correspond to

his identity that are used for access to resources on different devices, for example. Federated

identity skipchains specify identities and public keys of a collective identity that encompasses

users that belong to some group, such as employees of a company, members of a research lab,

a board of directors, etc. Resource policy skipchains track access rights of identities, personal

or federated, to certain resources and enable dynamic access control. In addition to listing

identities and their public keys, policy skipchains include access-control rules allowing to

enforce fine-grained update conditions for write transactions. Section 7.8 describes a simple

access-control list (ACL) we created for our implementation.

The main insight is that skipchains securely maintain a verifiable timeline of changes to the

identities and policies they represent. This means that these identities or policies can evolve

dynamically and independently of the specific applications that make use of them and that at
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any point the applications can verifiably obtain the most up-to-date version of each.

The SIAM skipchains are under the self-sovereign control of individual users or groups of

users. To track administrative rights, each SIAM skipchain includes in its skipblocks the

(public) administrative keys of users authorized to make updates and the policy under which

a skipchain can be updated. These update policies can be expressed as arbitrary boolean

circuits, e.g., requiring approvals from just a single administrator or a certain set of them. Since

the administrative keys are used only for skipchain updates, they should be stored in cold

wallets, such as hardware security modules, for increased security.

To evolve a SIAM skipchain and consequently the identities or access policies it represents,

its administrators follow the skipchain’s update policies and create a new skipblock that

reflects the necessary changes, and then publicly announce it, e.g., by pushing the update

to the storage provider(s) maintaining a public interface to the SIAM skipchain. Users and

services that follow SIAM skipchains can get notified automatically about those updates and

accept them if they are proposed by authorized users and adhere to the update policies.

Since the latest skipblock represents the current state of a skipchain, i.e., identities of all

currently authorized users or all current access rules, revocation is trivially supported as the

administrators simply push a new skipblock to the respective skipchain that omits the public

key or access rule that needs to be revoked. Figure 7.3 provides an overview on SIAM.

7.5.2 Integration Into CALYPSO

To integrate SIAM with CALYPSO, the long-term secrets protocols described in Section 7.4.2

are adapted as follows. Assume that Ron has logged the unique identifier idR of his personal

identity skipchain on the access-control blockchain. If Wanda wants to give Ron access to a

resource, she simply sets policy = idR instead of policy = pkR in txw.

This means that instead of defining access rights in terms of Ron’s static public pkR , she does

so in terms of Ron’s skipchain and consequently, any public key(s) specified in the most

current block of idR . Then, the resource is encrypted under the shared public key of the

secret-management cothority as before. To request access, Ron creates the read transaction

txr = [Hw ,πtxw ,pkR ′ ]sigskR′

where Hw = H(txw) is the unique identifier for the secret that Ron requests access to, πtxw is

the blockchain inclusion proof for txw, and pkR ′ is one of Ron’s public keys that he wishes to

use from the latest block of the idR skipchain. After receiving txr, the access-control cothority

follows the idR skipchain to retrieve the latest skipblock and verifies pkR ′ against it. Then, the

access-control cothority checks the signature on txr using pkR ′ and, if valid, logs txr. Once

txr is logged, the rest of the protocol works as described in Section 7.4.2, where the secret-

management cothority uses pkR ′ for re-encryption to enable Ron to retrieve the resource.
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7.5.3 Achieving SIAM Goals

When SIAM is used, Ron is able to evolve the idR skipchain arbitrarily, e.g., rotate existing access

keys or add new devices, and still retain access to the encrypted resource without needing

Wanda to update the initial write transaction. Analogously, Wanda can efficiently provide a

group of users access to a resource by using a federated identity idF that these users are a

part of, instead of adding each user individually, by setting policy = idF in txw. This approach

outsources the resource access maintenance to the administrators of the idF skipchain as they

are in charge of the federated identity’s membership and can add and remove members at will.

Alternatively, Wanda can set up a resource policy skipchain idP she is in charge of and include

idF as non-administrative members along with any other rules she wants to have enforced.

Then, Wanda would use policy = idP in txw authorizing idF to access the respective resource

under the specified rules.

In order for users to defend against freeze and replay attacks we require them to generate

freshness proofs of their SIAM skipchains. To do this they submit in regular time periods (e.g.,

every hour) the head of their skipchain for timestamping on the blockchain. This prevents

freeze and replay attacks as an adversary that managed to subvert an old SIAM skipblock

cannot convince a client to accept the adversarial actions as authoritative, given that the

skipblock the adversary refers to is different from the fresh one appearing on the blockchain.

This practice further ensures the atomicity of read, write, and (skipchain) update operations,

at the moment a SIAM update happens the client should send the new SIAM skipblock for

timestamping. This effectively serializes reads, writes, and updates and therefore prevents

race conditions.

7.6 Further Security Consideration

Our contributions are mainly pragmatic rather than theoretical as we employ only existing,

well-studied cryptographic algorithms. We already discussed achieving CALYPSO’s security

goals in the previous sections. On-chain secrets protocols achieve all goals but dynamic

sovereign identities which is addressed by SIAM. In this section, we discuss the effect of

malicious parties on CALYPSO.

Malicious readers and writers CALYPSO’s functionality resembles a fair-exchange proto-

col [197] in which a malicious reader may try to access a secret without paying for it and a

malicious writer may try to get paid without revealing the secret. In CALYPSO, we protect

against such attacks by employing the access-control and secret-management cothorities as

decentralized equivalents of trusted third parties that mediate interactions between readers

and writers.

The access-control cothority logs a write transaction on the blockchain only after it successfully

verifies the encrypted data against the corresponding consistency proof. This ensures that

151



Chapter 7. CALYPSO: Verifiable Management of Private Data over Blockchains

a malicious writer cannot post a transaction for a secret that cannot be recovered. Further,

as each txw binds its contents to its policy, it protects against attacks where malicious writers

naively extract contents of already posted transactions and submit them with a different policy

listing themselves as the authorized readers. Similarly, before logging a read transaction, the

access-control cothority verifies that it refers to a valid txw and it is sent by an authorized

reader as defined in the policy of txw. A logged read transaction serves as an access approval.

The secret-management cothority releases the decryption shares to the authorized reader

only after confirming the reader presents an auditable proof of txr.

Malicious trustees Our threat model permits a fraction of the access-control and secret-

management cothority trustees to be dishonest. The thresholds (t = f +1) used in on-chain

secrets, however, prevent the malicious trustees from being able to pool their secret shares

and access writers’ secrets or to prevent an authorized reader from accessing their secret by

withholding the secret shares. Further, even if some individual malicious trustees refuse to

accept requests from the clients or to participate in the protocols altogether, the remaining

honest trustees are able to carry out all protocols by themselves thereby ensuring service

availability.

Malicious storage providers Wanda may choose to store the actual encrypted data either

on-chain or off-chain by choosing to outsource the storage to external providers. Because the

data is encrypted, it can be shared with any number of possibly untrusted providers. Before

Ron creates a txr he needs to retrieve and verify the encrypted data against the hash posted

in txw. If Ron cannot obtain the encrypted data from the provider, he can contact Wanda to

expose the provider as dishonest and receive the encrypted data directly from Wanda or an

alternative storage provider.

7.7 Experience Using CALYPSO

Below we describe three real-world deployments, two completed and one in-progress, of

CALYPSO that resulted from collaborations with companies that needed a flexible, secure,

and decentralized solution to share data. We also describe a zero-collateral, constant-round

decentralized lottery and compare it with the existing solutions.

7.7.1 Auditable Online Invoice Issuing

Together with Conextrade2, the main invoice regulator of Switzerland, we built an auditable

online invoice issuing system. It uses HyperLedger Fabric v1.0 as the access-control blockchain

together with long-term secrets. While the system uses static identities, they are blinded as

needed using the protocol described in Section 7.4.3.

2https://www.conextrade.com/
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Problem definition The system consists of a set of potentially mutually distrustful sellers

and buyers as well as a regulator, who are all part of a dynamic ecosystem. To keep track of all

business relationships without the need for an intermediary the system relies on blockchain

technology. A seller wishes to verifiably issue an invoice to a buyer while granting additional

access to the regulator. The invoice contains confidential information that both parties want

to protect. The goal was to allow the invoices to be logged and tracked and to enable the

regulator to access the details if an issue arises between the parties.

Solution with CALYPSO This system required a straightforward deployment of CALYPSO. The

sellers generate write transactions where the secret message is the invoice and the authorized

readers are both the buyer and the regulator. When the buyer sees the respective write

transaction, he issues a read transaction to access the invoice. If there is an issue with the

invoice or no invoice has been issued for a certain amount of time, the buyer reports it to the

regulator who can audit the transactions and the invoice. Analogously, the seller can request

the regulator to audit if an issue arises on his side. Using CALYPSO’s blinded identities in the

write transactions hides the relationships between the sellers and buyers and consequently

details such as trade frequencies and types of purchases, which is advantageous from a

business perspective.

7.7.2 Clearance-enforcing Document Sharing

We have used CALYPSO to deploy a decentralized, clearance-enforcing document-sharing

system that enables two organizations, A and B , to share a document D , such that a policy of

confidentiality can be enforced on D . We have realized this system with ByzGen3 a contract

of the Ministry of Defense of the UK using ByzCoin (Chapter 3) and long-term secrets. The

evaluation of this application is in Section 7.9.2.

Problem Definition Organization A wants to share with organization B a document D

whose entirety or certain parts are classified as confidential and should only be accessible by

people with proper clearance. Clearance is granted to (or revoked from) employees individually

as needed or automatically when they join (or leave) a specific department so the set of

authorized employees continuously changes. The goal is to enable the mutually distrustful

A and B to share D while dynamically enforcing the specific clearance requirements and

securely tracking accesses to D for auditing.

Solution with CALYPSO First, A and B agree on a mutually-trusted blockchain system to

implement the access-control cothority whose trustees include servers controlled by both

organizations. Then, each organization establishes federated identity skipchains with all

the identities that have clearance, idA and idB , respectively which include references to: (a)

3https://byzgen.com/
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federated skipchains for departments that have a top-secret classification (e.g., senior manage-

ment), (b) federated skipchains for attributes that have a top-secret classification (e.g., ranked

as captain) and (c) personal skipchains of employees that need exceptional clearance.

Organization A creates a document D , labels each paragraph as confidential or unclassified

and, encrypts it using a different symmetric key. A shares the ciphertext with B and generates

txw, which contains the symmetric keys of the classified paragraphs and policy = idB . Any

employee of B whose public key is included in the set of classified employees as defined in the

most current skipblock of idB can retrieve the symmetric keys by creating read transactions.

CALYPSO logs the txr creates a proof of access and delivers the key. Both organizations can

update their identity skipchains as needed to ensure that at any given moment only authorized

employees can access.

7.7.3 Patient-centric Medical Data Sharing

CALYPSO lends itself well for applications that require secure data-sharing for research pur-

poses [211]. We are in the process of working with hospitals and research institutions from a

Switzerland as part of the DPPH project4 to build a patient-centric system to share medical

data. We expect to use OmniLedger (Chapter 4) along with long-term secrets. We do not

provide an evaluation of this application as it is similar to the previous one.

Problem Definition Researchers face difficulties in gathering medical data from hospitals

as patients increasingly refuse to approve access to their data for research purposes amidst

rapidly-growing privacy concerns [130]. Patients dislike consenting once and completely

losing control over their data and are more likely to consent to sharing their data with specific

institutions [144]. The goal of this collaboration is to enable patients to remain sovereign

over their data; hospitals to verifiably obtain patients’ consent for specific purposes; and

researchers to obtain access to valuable patient data. In the case that a patient is unable to

grant access (unconscious), the medical doctor can request an exception (specified in the

policy) and access the data while leaving an auditable proof.

Solution with CALYPSO We have designed a preliminary architecture for a data-sharing

application that enables a patient P to share her data with multiple potential readers over

time. This deployment is different from the previously described one in that the data generator

(hospital) and the data owner (P ) are different. For this reason, we use a resource policy

skipchain idP such that the hospital can represent P ’s wishes with respect to her data. Policy

skipchains can dynamically evolve by adding and removing authorized readers, and can

include rich access-control rules.

CALYPSO enables P to initialize idP when she first registers with the medical system, Initially,

4https://dpph.ch/
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idP is empty, indicating that P ’s data cannot be shared. If a new research organization or other

hospital requests to access some of P ’s data, then P can update idP by adding a federated

identity of the research organization and specific rules. When new data is available for sharing,

the hospital generates a new write transaction that consists of the encrypted and possibly

obfuscated, or anonymized medical data and idP as policy. As before, users whose identities

are included in idP can post read transactions to obtain access. Hence, P remains in control of

her data and can unilaterally update or revoke access.

7.7.4 Decentralized Lottery

Problem Definition We assume there is a set of n participants who want to run a decentral-

ized zero-collateral lottery selecting one winner. The lottery is managed by a smart contract

that collects the bids and waits for the final randomness to decide on the winner. The evalua-

tion of this application is in Section 7.9.3.

Solution with CALYPSO Each participant creates a txw where the secret is their contribution

to the randomness calculation and shares it using long-term secrets. After a predefined

number of blocks (the barrier point) the input phase of the lottery closes. Afterwards the smart

contract creates a txr to retrieve all inputs submitted before the barrier point and posts the

reconstructed values and the corresponding proofs.

Once the final randomness has been computed as an XOR of all inputs, the smart contract

uses it to select the winner.

Comparison to Existing Solutions Prior proposals for decentralized lotteries either need

collateral (e.g., Ethereum’s RandDAO [212]) or run in a non-constant number of rounds [183].

CALYPSO enables a simpler decentralized lottery design, as the lottery executes in one round

and needs no collateral because the participants cannot predict the final randomness or abort

prematurely.

7.8 Implementation

We implemented all components of CALYPSO, on-chain secrets, and SIAM, in Go [118]. For

cryptographic operations, we relied on Kyber [160], an advanced crypto library for Go. In

particular, we used its implementation of the Edwards25519 elliptic curve, which provides a

128-bit security level. For the consensus mechanism required for the access-control cothority,

we used a publicly available implementation of ByzCoin [149], a scalable Byzantine consensus

protocol. We implemented both on-chain secrets protocols, one-time and long-term secrets,

run by the secret-management cothority. For SIAM, we implemented signing and verifying

using a JSON-based ACL as described below. All of our implementations are available under
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Figure 7.4 – Verifier’s path checking for multi-
signature requests. Figure 7.5 – Sample Policy in JSON access-

control language.

an open source license on GitHub.

We used a simple JSON-based access-control language to describe policies in CALYPSO, how-

ever, different deployments of CALYPSO might benefit from more expressive ACLs. A policy

consists of a unique identifier, a version number, and a list of rules that regulate the access

to secrets stored in txw. A rule has the following three fields. An action field which refers to

the activity that can be performed on the secret (e.g., READ or UPDATE). A subjects field listing

the identities (e.g., idRon) that are permitted to perform the action. Lastly, an expression field

which is a string of the form operator : [operands], where the operator is a logical operation

(AND and OR in our case) and operands are either subjects or other expressions that describe

the conditions under which the rule can be satisfied. More concretely, a sample expression

could be {AND : [idLab, idRon]}, which means that signatures of both idLab and idRon are required

to satisfy that rule. To express more complex conditions we can nest expressions, for example

{OR : [{AND : [id1, id2]}, {AND : [id3, id4]}]} evaluates to ((id1 AND id2) OR (id3 AND id4)). We describe

single and multi-signature access requests against policies and outline how they are created

and verified below.

7.8.1 Access Requests and Verification

In this section, we outline how we create and verify access requests. A request consists of the

policy and the rule invoked that permits the requester to perform the action requested. There

is also a message field where extra information can be provided e.g., a set of documents is

governed by the same policy but the requester accesses one specific document. A request

req is of the form: req = [idPol i c y , indexRul e , M ], where idPol i c y is the ID of the target policy

outlining the access rules; indexRul e is the index of the rule invoked by the requester; and M is

a message describing extra information.

156



7.9. Evaluation

To have accountability and verify that the requester is permitted to access, we use signatures.

The requester signs the request and creates a signature consisting of the signed request (sigreq)

and the public key used (pk). On receiving an access request, the verifier checks that the sigreq

is correct. The verifier then checks that there is a valid path from the target policy, idPol i c y , to

the requester’s public key, pk. This could involve multiple levels of checks, if the requester’s key

is not present directly in the list of subjects but included transitively in some federated SIAM

that is a subject. The verifier searches along all paths (looking at the last version timestamped

by the access-control cothority) until the requester’s key is found.

Sometimes, an access request requires multiple parties to sign. Conditions for multi-signature

approval can be described using the expression field in the rules. An access request in this case

would be of the form (req,[sigreq]) where [sigreq] is a list of signatures from the required-for-

access parties. The verification process is similar to a single signature case.

Figure 7.4 shows an example of the path verification performed by the verifier. Report X has a

policy with a Rule granting read access to Bob and Amy. There is an expression stating that

both Bob’s and Amy’s signatures are required to obtain access. Hence, if Bob wants access, he

sends a request (req,[sigreq,pk1
, sigreq,pk4

]), where req = [1234,2,“ReportX”] The verifier checks

the paths from the policy to Bob’s pk4 and Amy’s to pk1 are valid. Paths are shown in red and

blue respectively. Then the expression ‘AND’ : [0,1] is checked against the signatures. If all

checks pass, the request is considered to be verified.

7.8.2 JSON Access-Control Language

A sample policy for a document, expressed in the JSON based language, is shown in Figure 7.5.

The policy states that it has one Admin rule. The admins are S1 and S2 and they are allowed

to make changes to the policy. The Expression field indicates that any changes to the policy

require both S1 and S2’s signatures.

7.9 Evaluation

To evaluate CALYPSO, we use micro-benchmarks to compare on-chain secrets against both

a centralized and a semi-centralized solution using simulated workloads. We also evaluate

CALYPSO using simulated and real data traces in the context of two applications: clearance-

enforcing document sharing (see Section 7.7.2) and a decentralized lottery (see Section 7.7.4).

We remark that the synthetic workloads we generated were significantly heavier than those

from the real data traces. We ran all our experiments on 4 Mininet [187] servers, each equipped

with 256 GB of memory and 24 cores running at 2.5 GHz. To simulate a realistic network, we

configured Mininet with a 100 ms point-to-point latency between the nodes and a bandwidth

of 100 Mbps for each node.
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Figure 7.6 – Latency of one-time secrets protocol for varying sizes of the secret-management
(SM) and access-control (AC) cothorities.

7.9.1 Mirco-benchmarks

We evaluated and compared both on-chain secrets protocols as well as the overheads intro-

duced through the use of the dynamic identities and policies of SIAM. The primary questions

we wish to investigate for on-chain secrets are whether its latency overheads are acceptable

when deployed on top of blockchain systems and whether it can scale to hundreds of valida-

tors as required to ensure a high degree of confidence in the security of the system. In all

experiments, we checked the time it takes to create read and write transactions given different

sizes of secret-management and access-control cothorities. For SIAM, we evaluate the latency

overhead of creating and verifying access requests against SIAM skipchains both for simple

identities as well as for complex policies.

On-chain Secrets

In our experiments, we measure the overall latency of both on-chain secrets protocols, as

shown in Figure 7.2, where we investigate the cost of the write, read, share retrieval and

share reconstruction sub-protocols. In the experiments, we vary the number of trustees to

determine the effects on the latency and we remark that in our implementation all trustees

are part of both cothorities.

One-time secrets Figure 7.6 shows the latency results for varying sizes of access-control and

secret-management cothorities. First, we observe that the client-side creation of the txw is a

costly operation which takes almost one second for 64 secret-management trustees. This is

expected as preparing the txw involves picking a polynomial and evaluating it at n points, and
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Figure 7.7 – Latency of long-term secrets protocol for varying sizes of secret-management (SM)
and access-control (AC) cothorities.

setting up the PVSS shares and commitments, all of which involve expensive ECC operations.

Second, we observe that the txw and txr processing times at the access-control cothority are

comparable, but a write takes ≈ 250ms longer on average than a read. This is due to the fact

that the access-control trustees verify all NIZK encryption proofs. Our experiments also show

that verifying the NIZK decryption proofs and recovering the shared secret are substantially

faster than creating the txw and differ by an order of magnitude for large numbers of shares

(e.g., for 128 shares, ≈ 250ms vs ≈ 3 sec). This is due to the fact that verifying the NIZK proofs

and reconstructing the shared secret require less ECC computations than the computationally

expensive setup of the PVSS shares. Finally, we observe that the overhead for the secret-

management cothority part of the secret recovery is an order of magnitude higher than the

client side. This is expected as the client sends a request to each secret-management trustee

and waits until a threshold of them replies.

Long-term secrets Figure 7.7 presents the overall latency costs of the cothority setup (DKG),

write, read, share retrieval and share reconstruction sub-protocols. Except for the DKG setup,

all steps of the long-term secrets protocol scale linearly in the size of the cothority. Even for a

large cothority of 128 servers, it takes less than 8 seconds to process a write transaction. The

CPU time is significantly lower than the wall-clock time due to the network (WAN) overhead

that is included in the wall-clock measurements. While the DKG setup is quite costly, especially

for a large number of servers, it is a one-time cost incurred only at the start of a new epoch.

The overhead of the share retrieval is linear in the secret-management cothority as the number

of shares t , which need to be validated and interpolated, increases linearly in the size of the

secret-management cothority.

The size of transactions is smaller in long-term secrets than in one-time secrets because the
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Table 7.1 – txw size for varying secret-management cothority sizes

txw size (bytes)

Number of trustees One-time secrets Long-term secrets

16 4’086 160
32 8’054 160
64 15’990 160

128 31’926 160

data is encrypted under the secret-management’s collective public key which results in a con-

stant overhead regardless of the cothority’s size. Table 7.1 shows txw sizes in one-time secrets

and long-term secrets for different secret-management cothority configurations. In one-time

secrets, a txw stores three pieces of PVSS-related information: encrypted shares, polynomial

commitments and NIZK encryption consistency proofs. As the size of this information is

determined by the number of PVSS trustees, the size of the txw increases linearly with the size

of the secret-management cothority. In long-term secrets txw uses the collective key of the

secret-management cothority and does not need to include the encrypted shares. As a result,

long-term secrets have constant write transaction size.

Skipchain-based Identity and Access Management

For SIAM, we benchmark the cost of validating the signature on a read transaction which is

the most resource and time intensive operation. We distinguish single and multi-signature

requests. The single signature case represents simple requests where one identity is requesting

access while multi-signature requests occur for more complex access-control rules.

Single-signature request verification For single-signature requests, the verification time

is the sum of the signature verification and the time to validate the identity of the reader

requesting access by checking it against the identity of the target reader as defined in the

policy. The validation is done by finding the path from the target’s skipchain to the requester’s

skipchain. We vary the depth of the requester, which refers to the distance between the

two skipchains. Figure 7.8 shows the variation in request verification time depending on

the requester’s depth. We observe that most of the request verification time is required for

signature verification which takes ≈ 385µs and accounts for 92.04–99.94% of the total time.

Multi-signature request verification As signature verification is the main overhead, we

investigate the effect of verifying multi-signature requests. We create requests with a varying

number of signers and investigate the number of request per second we can verify. Figure 7.9

shows the results for a requester skipchain’s depth of 2 and 10. There is a significant reduction

in the number of requests that can be verified when the number of signers increases whereas
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Figure 7.8 – Single-signature request verifica-
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Figure 7.9 – Multi-signature request verifica-
tion throughput.
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Figure 7.10 – Write transaction latency for
different loads in clearance-enforcing doc-
ument sharing.
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Figure 7.11 – Read transaction latency for
different loads in clearance-enforcing doc-
ument sharing.

the depth of the requester is not significant.

7.9.2 Clearance-Enforcing Document Sharing

We compare the clearance-enforcing document sharing deployment of CALYPSO with both a

fully-centralized access-control system (one cloud server manages everything) and a semi-

centralized one where accesses and policies are logged on-chain but the data is managed

in the cloud. We vary the simulated workload per block from 4 to 256 concurrent read and

write transactions. Figure 7.10 shows that CALYPSO takes 5× to 100× more time to execute

a write transaction compared to the centralized solution and has the same overhead as the

semi-centralized system. Figure 7.11 shows that CALYPSO takes 10× to 100× more time to

execute a read transaction compared to the centralized solution, but it only takes 0.2× to

5× more time than the semi-centralized system. These experiments use a blockchain with

a blocktime of 7 seconds. For a slower blockchain, such as Bitcoin, the overall latency of all
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Figure 7.12 – Average write and read transaction latencies replaying the real-world data traces
from the clearance-enforcing document sharing deployment

transactions would be dominated by the (longer) blocktime.

Next, we evaluate the clearance-enforcing document sharing deployment of CALYPSO using

real-world data traces from our governmental contractor partner mentioned in Section 7.7.2.

Data traces are collected from the company’s testbed over a period of 15 days. There are

1821 txw and 1470 txr, and the minimum, maximum and average number of transactions per

block are 1, 7 and 2.62, respectively. We replayed the traces on CALYPSO, as well as our fully-

centralized and semi-centralized access-control system implementations. We use a blocktime

of 10 seconds as it is in the original data traces. Figure 7.12 shows the average latency for the

write and read transactions. The results show that CALYPSO and the semi-centralized system

have comparable read transaction latencies as it is dominated by the blocktime, which agrees

with our micro-benchmark results.

7.9.3 Decentralized Lottery

We compared our CALYPSO-based zero-collateral lottery with the corresponding lottery by

Miller et al. [183] (tournament) simulated and real workloads. Figure 7.14 shows that CALYPSO-

based lottery performs better both in terms of the overall execution time and necessary

bandwidth. Specifically, our lottery runs in one round (it always takes two blocks to finish

the lottery) while the tournament runs in a logarithmic number of rounds due to its design

consisting of multiple two-party lotteries.

Next, we evaluate both lottery implementations using the transactions from Fire Lotto [72],

an Ethereum-based lottery, see Figure 7.13 for overall time comparisons. We considered

transactions sent to the Fire Lotto smart contract over a period of 30 days and each data

point in the graph corresponds to a single lottery run. As before, CALYPSO-based lottery
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Figure 7.13 – CALYPSO vs Tournament lottery using Fire Lotto workloads.

performs better because it completes in one round whereas the tournament lottery requires

a logarithmic number of interactions with the blockchain and consequently has a larger

overhead. More specifically, while the blocktime of 15 seconds makes up 14–20% of the total

latency in CALYPSO, it contributes most of the per-round latency to the tournament lottery. We

remark that our results only include the latency of the reveal phase since the commit phase

happens asynchronously over a full day.

7.10 Conclusion

We have presented CALYPSO, the first fully decentralized framework for auditable access

control on protected resources over a distributed ledger that maintains confidentiality and

control of the resources even after they have been shared. CALYPSO achieves its goals by

introducing two separate components. The first component, on-chain secrets, is deployed on

top of a blockchain to enable transparent and efficient management of secret data via threshold

cryptography. The second component, skipchain-based identity and access management,

allows for dynamic identities and resource access policies. We have implemented CALYPSO

and shown that it can be efficiently deployed with blockchain systems to enhance their

functionality. Lastly, we described four deployments of CALYPSO to illustrate its applicability

to real-world applications.
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Figure 7.14 – CALYPSO vs Tournament lottery using simulated workloads.
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8 Horizontal Scaling and Confidentiality
on Permissioned Blockchains

8.1 Introduction

In this chapter, we look into enabling sharding in the permissioned setting, where the adversar-

ial power can be relaxed. First, we deploy channels for horizontal scaling drawing inspiration

from the state of the art [150, 74], but at the same time navigating the functionality and trust

spectrum to create simplified protocols with less complexity and need for coordination. Then,

we introduce the idea that, in a permissioned setting, we can leverage the state partition that a

channel introduces as a confidentiality boundary. In the second part of the chapter, we show

how we enable confidential channels while preserving support for cross-shard transactions.

Our main contributions are (a) the support for horizontal scaling on permissioned blockchains

with cross-channel transaction semantics, (b) the use of channels as a confidentiality boundary

and (c) the formalization of an asset-management application on top of blockchain systems.

8.2 Preliminaries

Blockchain Definitions In the context of this work, a blockchain is an append-only tamper-

evident log maintained by a distributed group of collectively trusted nodes. When these nodes

are part of a defined set [10], we call the blockchain permissioned. Inside every block, there

are transactions that may modify the state of the blockchain (they might be invalid [10]). A dis-

tributed ledger [240] is a generalization of a blockchain as it can include multiple blockchains

that interact with each other, given that sufficient trust between blockchains exists.

We define the following roles for nodes in a blockchain:

• Peers execute and validate transactions. Peers store the blockchain and need to agree

on the state.

• Orderers collectively form the ordering service. The ordering service establishes the

total order of transactions. Orderers are unaware of the application state and do not
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participate in the execution or validation of transactions. Orderers reach consensus [10,

149, 191, 50] on the blocks in order to provide a deterministic input for the blockchain

peers to validate transactions.

• Oracles are special nodes that provide information about a specific blockchain to

nodes not being peers of that blockchain. Oracles come with a validation policy of

the blockchain defining when the announcement of an oracle is trustworthy1.

• (Light) Clients submit transactions that either read or write the state of a distributed

ledger. Clients do not directly subscribe to state updates, but trust some oracles to

provide the necessary proofs that a request is valid.

Nodes can implement multiple roles or collapse roles (e.g., miners in Bitcoin [191] are con-

currently peers and orderers). In a distributed ledger that supports multiple blockchains

that interoperate the peers of one blockchain necessarily implement a client for every other

blockchain and trust the oracles to provide proofs of validity for a cross-channel transaction.

A specific oracle instantiation can be for example that a quorum (e.g., 2
3 ) of the peers need to

sign any announcement for it to be valid.

8.2.1 Channels

In this paper we extend channels (first introduced in Hyperledger Fabric [10]), an abstraction

similar to shards. In prior work [10], a channel is defined as an autonomous blockchain

agnostic to the rest of the state of the system. In this work, we redefine a channel as a state

partition of the full system that (a) is autonomously managed by a (logically) separate set of

peers (but is still aware of the bigger system it belongs) and (b) optionally hides the internal

state from the rest of the system.

A channel might communicate with multiple other channels; and there needs to be some

level of trust for two channels to transact. Hence, we permit each channel to decide on what

comprises an authoritative proof of its own state. This is what we call validation policy: clients

need to verify this policy in order to believe that something happened in a channel they are

transacting with. When channel A wants to transact with channel B , then the peers of A

effectively implement a client of channel B (as they do not know the state of B directly). Thus,

the peers of A verify that the validation policy of B is satisfied when receiving authoritative

statements from channel B .

For channels to interact, they need to be aware of each other and be able to communicate.

Oracles are responsible for this functionality, as they can gossip authoritative statements

(statements supported by the validation policy) to the oracles of the other channels. This

functionality needs a bootstrap step where channels and validation policies are discovered,

which we do not address in this work. A global consortium of organizations could publicly

1e.g., in Bitcoin the oracles will give proofs that have 6 Proofs-of-Work build on top of them
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announce such information, or consortia represented by channels could communicate off-

band. Once a channel is established further evolution can be done without a centralized

intermediary, by using skipchains [195].

8.2.2 Threat Model

The peers that have the right to access one channel’s state are trusted for confidentiality, mean-

ing that they will not leak the state of the channel on purpose. We relax this assumption later,

providing forward and backward secrecy in case of compromise. We assume that the ordering

service is secure, produces a unique blockchain without forks and the blocks produced are

available to the peers of the channels. We further assume that the adversary is computationally

bounded and that cryptographic primitives (e.g., hash functions and digital signatures) are

secure.

8.2.3 System Goals

We have the following primary goals.

1. Secure transactions. Transactions are committed atomically or eventually aborted,

both within and across channels.

2. Scale-out. The system supports state partitions that can work in parallel if no depen-

dencies exist.

3. Confidentiality. The state of a channel remains internal to the channel peers. The only

(if any) state revealed for cross-channel transactions should be necessary to verify that a

transaction is valid (e.g., does not create new assets).

8.3 Asset Management in a Single Channel

In this section, we describe a simple asset-management system on top of the Unspent Transaction-

Output model (henceforth referred to as UTXO) that utilizes a single, non-confidential channel.

In particular, we focus on the UTXO-based data model [191], as it is the most adopted data

model in cryptocurrencies, for its simplicity and parallelizability.

8.3.1 Assets in Transactions

In a UTXO system, transactions are the means through which one or more virtual assets are

managed. More specifically, mint transactions signify the introduction of new assets in the

system and spend transactions signify the change of ownership of an asset that already exists

in the system. If an asset is divisible, i.e., can be split into two or more assets of measurable
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value, then a spend transaction can signify such a split, indicating the owners of each resulting

component of the original asset.

Assets are represented in the transactions by transaction inputs and outputs. More specifically,

in the typical UTXO model, an input represents the asset that is to be spent and an output

represents the new asset that is created in response of the input assets’ consumption. We can

think of inputs and outputs representing different phases of the state of the same asset, where

state includes its ownership (shares). Clearly, an input can be used only once, as after being

spent, the original asset is substituted by the output assets, and stops being considered in

the system. To ensure the single-spending of any given input, transactions are equipped with

information authenticating the transaction creators as the owners of the (parts of the) assets

that are referenced by the transaction inputs.

In more technical terms in the standard UTXO model, input fields implicitly or explicitly

reference output fields of other transactions that have not yet been spent. At validation time,

verifiers would need to ensure that the outputs referenced by the inputs of the transaction

have not been spent; and upon transaction-commitment deem them as spent. To look up the

status of each output at validation time efficiently, the UTXO model is equipped with a pool of

unspent transaction outputs (UTXO pool).

8.3.2 UTXO Pool

The UTXO pool is the list of transaction outputs that have not yet been spent. We say that an

output is spent if a transaction that references it in its inputs is included in the list of ledger’s

valid transactions.

To validate a transaction, peers check if (1) the transaction inputs refer to outputs that appear

in the UTXO pool as well as (2) that the transaction’s creators own these outputs. Other checks

take place during the transaction validation, i.e., input-output consistency checks. After these

checks are successfully completed, the peers mark the outputs matching the transaction’s

inputs as spent and add to the pool the freshly created outputs. Hence, the pool consistently

includes “unspent” outputs.

8.3.3 Asset or Output Definition

An asset is a logical entity that sits behind transaction outputs, implicitly referenced by trans-

action outputs. As such the terms output and asset can be used interchangeably. An output

(the corresponding asset) is described by the following fields:

• namespace, the namespace the output belongs to (e.g., a channel);

• owner, the owner of the output

• value, the value of the asset the output represents (if divisible);

168



8.3. Asset Management in a Single Channel

• type, the type of the asset the output represents (if multiple types exist).

Depending on the privacy requirements and properties of the ledger they reside, outputs

provide this information in the clear (e.g., Bitcoin [191] outputs) or in a concealed form (e.g.,

ZeroCoin [182], ZeroCash [218]). Privacy-preserving outputs are required to be cryptographi-

cally bound to the value of each of the fields describing them, whereas its plaintext information

should be available to the owner of the output.

8.3.4 UTXO operations

We elaborate on the UTXO system functions where we adopt the following notation. For a

sequence of values x1, . . . , xi , we use the notation [xi ] = (x1, . . . , xi ). By slight abuse of notation,

we write x1 = [x1]. We denote algorithms by sans-serif fonts. Executing an algorithm algo on

input y is denoted as y ← algo(x), where y can take on the special value ⊥ to indicate an error.

A UTXO system exposes the following functions:

• 〈U ,pool〉← Setup(κ) that enables each user to issue one or more identities by using se-

curity parameter κ. Henceforth, we denote by secuser the secret information associated

to a user with identity user. Setup also generates privileged identities, i.e., identities

allowed to mint assets to the system, denoted as adm. Finally, Setup initializes the pool

pool to ; and returns the set of users in the system U and pool.

• 〈out,secout〉← ComputeOutput(nspace,owner,value,type), to obtain an output repre-

senting the asset state as reflected in the function’s parameters. That is, the algorithm

would produce an output that is bound to namespace nspace, owned by owner, and

represents an asset of type type, and value value. As mentioned before, depending on

the nature of the system the result of the function could output two output components,

one that is to be posted on the ledger as part of a transaction (out) and a private part to

be maintained at its owner side (secout).

• ain ← ComputeInput(out,secout,pool), where, on input an asset pool pool, an output

out, and its respective secrets, the algorithm returns a representation of the asset that

can be used as transaction input ain. In Bitcoin, an input of an output is a direct

reference to the latter, i.e., it is constructed to be the hash of the transaction where the

output appeared in the ledger, together with the index of the output. In ZeroCash, an

input is constructed as a combination of a serial number and a zero-knowledge proof

that the serial corresponds to an unspent output of the ledger.

• tx ←CreateTx([secowneri ], [aini ], [out j ]), that creates a transaction tx to request the con-

summation of inputs {aink }i
k=1 into outputs {outk } j

k=1. The function takes also as input

the secrets of the owners of the outputs referenced by the inputs and returns tx. Notice

that the same function can be used to construct mint transactions, where the input

gives its place to the freshly introduced assets description.

169



Chapter 8. Horizontal Scaling and Confidentiality on Permissioned Blockchains

• pool′ ← ValidateTx(nspace,tx,pool), that validates transaction inputs w.r.t. pool pool,

and their consistency with transaction outputs and namespace nspace. It subsequently

updates the pool with the new outputs and spent inputs and returns its new version

pool′. Input owner of mint transactions is the administrators adm.

Properties Regardless of its implementation, an asset management system should satisfy

the properties defined below:

• Validity: Let tx be a transaction generated from a valid input ain according to some

pool pool, i.e., generated via a successful call to tx ←CreateTx(secowner ,ain,out′), where

ain ← ComputeInput(out,secout,pool), owner is the owner of out′, and out′ ∉ pool. Va-

lidity requires that a call to pool′ ← ValidateTx(tx,pool) succeeds, i.e. pool′ 6= ⊥, and

that pool′ = (pool \ {out})∪ {out′}.

• Termination: Any call to the functions exposed by the system eventually return the

expected return value or ⊥.

• Unforgeability. Let an output out ∈ pool with corresponding secret secout and owner

secret secowner that is part of the UTXO pool pool; unforgeability requires that it is

computationally hard for an attacker without secout and secowner to create a transaction

tx such that ValidateTx(nspace,tx,pool) will not return ⊥, and that would mark out as

spent.

• Namespace consistency. Let an output corresponding to a namespace nspace of a user

owner. Namespace consistency requires that the adversary cannot compute any trans-

action tx referencing this output, and succeed in ValidateTx(nspace′, tx,pool), where

nspace′ 6= nspace.

• Balance. Let a user owner owning a set of unspent outputs [outi ] ∈ pool. Let the collected

value of these outputs for each asset type τ be valueτ. Balance property requires that

owner cannot spend outputs of value more than valueτ for any asset type τ, assuming

that it is not the recipient of outputs in the meantime, or colludes with other users

owning more outputs. Essentially, it cannot construct a set of transactions [txi ] that

are all accepted when sequentially2 invoking ValidateTx(tx,pool) with the most recent

versions of the pool pool, such that owner does not appear as the recipient of assets

after the acquisition of [outi ], and the overall spent value of its after that point exceeds

for some asset type τ valueτ.

8.3.5 Protocol

We defined an asset output as, out = 〈nm,o, t , v〉, where nm is a namespace of the asset, o is

the identity of its owner, t the type of the asset, and v its value. In its simplest implementation,

2This is a reasonable assumption, given we are referring to transactions appearing on a ledger.
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the UTXO pool would be implemented as the list of available outputs and inputs would directly

reference the outputs in the pool, e.g., using its hash3. Clearly, a valid transaction for out’s

spending would require a signature with seco .

Asset Management in a single channel We assume two users Alice and Bob, with respective

identities〈A, secA〉 and 〈B , secB 〉. There is only one channel ch in the system with a namespace

nsch associated with ch, where both users have permission to access. We also assume that

there are system administrators with secrets secadm allowed to mint assets in the system, and

that these administrators are known to everyone.

Asset Management Initialization This requires the setup of the identities of the system ad-

ministrators4. For simplicity, we assume there is one asset management administrator,

〈adm,secadm〉. The pool is initialized to include no assets, i.e., poolch ←;.

Asset Import The administrator creates a transaction t xi mp , as:

t xi mp ←〈;, [outn],σ〉,

where outk ←ComputeOutput(nsch ,uk, tk , vk ), (ti , vi ) the type and value of the output asset

outk , uk its owner and σ a signature on transaction data using skadm . Validation of t xi mp

would result into poolch ← {poolch∪ {[outn]}}.

Transfer of Asset Ownership Let outA ∈ poolch be an output owned by Alice, corresponding a

description 〈nsch , A, t , v〉). For Alice to move ownership of this asset to Bob, it would create a

transaction

txmove ←CreateTx(secA ;ainA ,outB ),

where ainA is a reference of outA in poolch, and outB ← ComputeOutput(nsch ,B , t , v), the

updated version of the asset, owned by Bob. txmove has the form of 〈ainA ,outB ,σA〉 is a

signature matching A. At validation of t xmove , poolch is updated to no longer consider outA as

unspent, and include the freshly created output outB :

poolch ← (poolch \ {outA})∪ {outB } .

Discussion The protocol introduced above does provide a “secure” (under the security

properties described above) asset management application within a single channel. More

specifically, the Validity property follows directly from the correctness of the application where

a transaction generated by using a valid input representation will be successfully validated

by the peers after it is included in an ordered block. The Unforgeability is guaranteed from

3Different approaches would need to be adopted in cases where unlinkability between outputs and respective
inputs is required.

4Can be a list of identities, or policies, or mapping between either of the two and types of assets.
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the requirement of a valid signature corresponding to the owner of the consumed input when

calling the ValidateTx function, and Namespace consistency is guaranteed as there is only one

namespace in this setting. Termination follows from the liveness guarantees of the validating

peers and the consensus run by orderers. Finally, Balance also follows from the serial execution

of transactions that will spend the out the first time and return ⊥ for all subsequent calls (there

is no out in the pool).

The protocol can be extended to naively scale out. We can create more than one channel

(each with its own namespace), where each one has a separate set of peers and each channel is

unaware of the existence of other channels. Although each channel can have its own ordering

service it has been shown [10], that the ordering service does not constitute a bottleneck.

Hence, we assume that channels share the ordering service.

The naive approach has two shortcomings. First, assets cannot be transferred between chan-

nels, meaning that value is “locked” within a channel and is not free to flow wherever its owner

wants. Second, the state of each channel is public as all transactions are communicated in

plaintext to the orderers who act as a global passive adversary.

We deal with these problems by introducing (i) a step-wise approach on enabling cross-

channel transactions depending on the functionality required and the underlying trust model

(See, Section 8.4), and (ii) the notion of confidential channels (see Section 8.5). Further,

for confidential channels to work, we adapt our algorithms to provide confidentiality while

multiple confidential channels transact atomically.

8.4 Atomic Cross-Channel Transactions

In this section, we describe how we implement cross-channel transactions in permissioned

blockchains (that enable the scale-out property as shown in Chapter 6). We introduce multiple

protocols based on the functionality required and on the trust assumptions (that can be

relaxed in a permissioned setting). First, in Section 8.4.1, we introduce a narrow functionality

of 1-input-1-output transactions where Alice simply transfers an asset to Bob. Second, in

Section 8.4.2, we extend this functionality to arbitrary transactions but assume the existence

of a trusted channel among the participants. Finally, in Section 8.4.3, we lift this assumption

and describe a protocol inspired by two-phase commit [248]. These protocols do not make

timing assumptions but assume the correctness of the channels to guarantee fairness, unlike

work in atomic cross-chain swaps.

Preliminaries We assume two users Alice (ua), and Bob (ub). We further assume that each

channel has a validation policy and a set of oracles (as defined in Section 8.2). We assume

that each channel is aware of the policies and the oracles that are authoritative over the

asset-management systems in each of the rest of the channels.
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Communication of pools content across channels. On a regular basis, each channel adver-

tises its pool content to the rest of the channels. More specifically, the oracles of the asset

management system in each channel are responsible for regularly advertise a commitment of

the content of the channel’s pool to the rest of the channels. Such commitments can be the

full list of assets in the pool or, for efficiency reasons, the Merkle root of a deterministically

ordered list of asset outputs created on that channel.

For the purpose of this simplistic example, we assume that for each channel chi, a commitment

(e.g., Merkle root) of its pool content is advertised to all the other channels. That is, each

channel chi maintains a table with the following type of entries: 〈chj,cmt j 〉, j 6= i , where cmt j

the commitment corresponding to the pool of channel with identifier chj. We will refer to this

pool by poolj.

8.4.1 Asset Transfer across Channels

Let outA be an output included in the unspent output pool of ch1, pool1, corresponding to

outA ←ComputeOutput(ch1,ua , t , v)

i.e., an asset owned by Alice, active on ch1. For Alice to move ownership of this asset to Bob

and in channel with identifier ch2, she would first create a new asset for Bob in ch2 as

outB ←ComputeOutput(ch2,ub , t , v)

she would then create a transaction

txmove ←CreateTx(secA ;ainA ,outB ),

where ainA is a reference of outA in pool1. Finally, secA is a signature matching pkA , and

ownership transfer data.

At validation of txmove, it is first ensured that outA ∈ pool1, and that outA .namespace = ch1.

outA is then removed from pool1 and outB is added to it, i.e.,

pool1 ← (pool1 \ {outA})∪ {outB } .

Bob waits until the commitment of the current content of pool1 is announced. Let us call the

latter view1. Then Bob can generate a transaction “virtually” spending the asset from pool1
and generating an asset in pool2. The full transaction will happen in ch2 as the spend asset’s

namespace is ch2. More specifically, Bob creates an input representation

{ainB } ←ComputeInput(outB ; secB ,πB )

of the asset outB that Alice generated for him. Notice that instead of the pool, Bob needs to
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provide πB , we explain below why this is needed to guarantee the balance property. Finally,

Bob generates a transaction using ainB .

To be ensured that the outB is a valid asset, Bob needs to be provided with a proof, say πB , that

an output matching its public key and ch2 has entered pool1, matching view1. For example, if

view1 is the root of the Merkle tree of outputs in pool1, πB could be the sibling path of outB in

that tree with outB. This proof can be communicated from the oracles of ch1 to the oracles of

ch2 or be directly pulled by Bob and introduced to ch2. Finally, in order to prevent Bob from

using the same proof twice (i.e., perform a replay attack) pool2 need to be enhanced with a set

of spent cross-transaction outputs (ScTXOs) that keep track of all the output representations

outX that have been already redeemed in another txcross. The outB is extracted from πB .

The validity property holds by extending the asset-management protocol of every channel

to only accept transactions that spend assets that are part of the channel’s name-space.

Unforgeability holds as before, due to the requirement for Alice and Bob to sign their respective

transactions. Namespace Consistency holds as before, as validators of each channel only

validate consistent transactions; and Termination holds because of the liveness guarantees of

ch1 and ch2 and the assumption that the gossiped commitments will eventually arrive at all

the channels. Finally, the Balance property holds as Alice can only spend her asset once in ch1,

which will generate a new asset not controlled by Alice anymore. Similarly, Bob can only use

his proof once as outB will be added in the ScTXO list of pool2 afterwards.

8.4.2 Cross-Channel Trade with a Trusted Channel

The approach described above works for cases where Alice is altruistic and wants to transfer

an asset to Bob. However, more complicated protocols (e.g., fair exchange) are not supported,

as they need atomicity and abort procedures in place. For example, if Alice and Bob want to

exchange an asset, Alice should be able to abort the protocol if Bob decides to not cooperate.

With the current protocol, this is not possible as Alice assumes that Bob wants the protocol to

finish and has nothing to win by misbehaving.

A simple approach to circumvent this problem is to assume a commonly trusted channel cht

from all actors. This channel can either be an agreed upon “fair” channel or any of the channels

of the participants, as long as all participants are able to access the channel and create/spend

assets on/from it. The protocol uses the functionality of the asset transfer protocol described

above (Section 8.4.1) to implement the Deposit and Withdraw subprotocols. In total, it exposes

three functions and enables a cross-channel transaction with multiple inputs and outputs:

1. Deposit: All parties that contribute inputs transfer the assets to cht but maintain control

over them by assigning the new asset in cht on their respective public keys.

2. Transact: When all input assets are created in cht, a txcross is generated and signed by all

ai n owners. This txcross has the full logic of the trade. For example, in the fair exchange,
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Figure 8.1 – Cross-channel transaction architecture overview with (8.4.2) and without (8.4.3) a
trusted channel

it will have two inputs and two outputs. This txcross is validated as an atomic state update

in cht.

3. Withdraw: Once the transaction is validated, each party that manages an output trans-

fers their newly minted assets from cht to their respective channels choi

Any input party can decide to abort the protocol by transferring back the input asset to their

channel, as they always remain in control of the asset.

The protocol builds on top of the asset-transfer protocol and inherits its security properties

to the extent of the Deposit and Withdraw sub-protocols. Furthermore, the trusted channel

is only trusted to provide the necessary liveness for assets to be moved across channels,

but it cannot double-spent any asset as they still remain under the control of their rightful

owners (bound to the owner’s public key). As a result, the asset-trade protocol satisfies the

asset-management security requirements because it can be implemented by combining the

protocol of Section 8.4.1 for the “Transact” function inside cht and the asset-transfer protocol

of Section 8.4.2 for “Withdraw” and “Deposit”.

8.4.3 Cross-Channel Trade without a Trusted Channel

A mutually trusted channel (as assumed above), where every party is permitted to generate

and spend assets, might not always exist; in this section, we describe a protocol that lifts this

assumption. The protocol is inspired by the Atomix protocol [150], but addresses implementa-

tion details that are ignored in Atomix, such as how to represent and communicate proofs,

and it is more specialized to our asset management model.

1. Initialize. The transacting parties create a txcross whose inputs spend assets of some

input channels (ICs) and whose outputs create new assets in some output channels
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(OCs). More concretely.

If Alice wants to exchange outA from ch1 with Bob’s outB from ch2. Alice and Bob work

together to generate the txcross as

txcross ←CreateTx([secA , secB ]; [ainA ,ainB ]; [outA ,outB ])

where ainA , ainB are the input representations that show the assets to exist in the

respective pools.

2. Lock. All input channels internally spend the assets they manage and generate a

new asset bound to the transaction (we call it the “locked asset”), by using a collision-

resistant Hash function to derive the name-space of the new asset, as H(txcross)5. The

locked asset’s value is either equal to the sum of the assets previously spent on that

channel or 0, depending on whether the txcross is valid according to the current state. In

both cases, there is a new asset added in pooli. Or in our example:

Alice submits txcross to ch2, which generates the “locked” asset for txcross. Alice then

receives πB , which shows that outB is locked for txcross and is represented by outB′ ,

which is the locked asset that is generated specifically for txcross and is locked for Alice

but not spendable by Alice. Specifically,

asset2′ = 〈H(txcross), t , v〉,

where v is either equal to the value of asset2 or 0, depending on whether asset2 was

already spent. Same process happens for Bob. Notice that the namespace of the asset

change to H(txcross) indicates that this asset can only be used as proof of existence and

not spent again in ch2.

3. Unlock. Depending on the outcome of the lock phase, the clients are able to either

commit or abort their transaction.

(a) Unlock to Commit. If all ICs accepted the transaction (generated locked assets

with non-zero values), then the respective transaction can be committed.

Each holder of an output creates an unlock-to-commit transaction for his channel;

it consists of the lock transaction and an oracle-generated proof for each input

asset (e.g., against the gossiped MTR). Or in our example:

Alice (and Bob respectively) collects πA′ and πB ′ which correspond to the proofs of

existence of outA′ ,outB ′ and submits in ch1 an unlock-to-commit transaction:

txuc ←CreateTx([πA′ ,πB ′ ]; [ain1′ ,ain2′ ]; [outA′′]; )

The transaction is validated in ch1 creating a new asset (outA′′), similar to the one

Bob spent at ch2, as indicated by txcross.

5The transaction’s hash is an identifier for a virtual channel created only for this transaction
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(b) Unlock to Abort. If, however, at least one IC rejects the transaction (due to a

double-spent), then the transaction cannot be committed and has to abort. In

order to reclaim the funds locked in the previous phase, the client must request

the involved ICs that already spent their inputs, to re-issue these inputs. Alice can

initiate this procedure by providing the proof that the transaction has failed in ch2.

Or in our case if Bob’s asset validation failed, then there is an asset outB ′ with zero

value and Alice received from ch2 the respective proof π′
B ′ . Alice will then generate

an unlock-to-abort transaction:

txua ←CreateTx([πB ′ ], [ai n2′ ]; [outA′′])

which will generate a new asset outA′′ that is identical to outA and remains under

the control of Alice

Security Arguments Under our assumptions, channels are collectively honest and do not

fail hence propagate correct commitments of their pool (commitments valid against the

validation policy).

Validity and Namespace Consistency hold because every channel manages its own namespace

and faithfully executes transactions. Unforgeability holds as before, due to the requirement

for Alice and Bob to sign their respective transactions and the txcross.

Termination holds if every txcross eventually commits or aborts, meaning that either a transac-

tion will be fully committed or the locked funds can be reclaimed. Based on the fact that all

channels always process all transactions, each IC eventually generates either a commit-asset

or an abort-asset. Consequently, if a client has the required number of proofs (one per input),

then the client either holds all commit-assets (allowing the transaction to be committed ) or at

least one abort-asset (forcing the transaction to abort), but as channels do not fail, the client

will eventually hold enough proof. Termination is bound to the assumption that some client

will be willing to initiate the unlock step, otherwise, his assets will remain unspendable. We

argue that failure to do such only results in harm of the asset-holder and does not interfere

with the correctness of the asset-management application.

Finally, Balance holds as cross-channel transactions are atomic and are assigned to specific

channels who are solely responsible for the assets they control (as described by validity) and

generate exactly one asset. Specifically, if all input channels issue an asset with value, then

every output channel unlocks to commit; if even one input channel issues an asset with zero

value, then all input channels unlock to abort; and if even one input shard issues an asset with

zero value, then no output channel unlocks to commit. As a result, the assigned channels do

not process a transaction twice and no channel attempts to unlock without a valid proof.
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8.5 Using Channels for Confidentiality

So far we have focused on enabling transactions between channels that guarantee fairness

among participants. This means that no honest participant will be worse off by participating in

one of the protocols. Here, we focus on providing confidentiality among the peers of a channel,

assuming that the orderers upon which the channel relies for maintaining the blockchain are

not fully trusted hence might leak data.

Strawman Solution We start with a simple solution that can be implemented with vanilla

channels [10]. We define a random key k and a symmetric encryption algorithm that is sent in a

private message to every participating peer. All transactions and endorsements are encrypted

under k then sent for ordering, hence the confidentiality of the channel is protected by the

unpredictability of the symmetric encryption algorithm.

This strawman protocol provides the confidentiality we expect from a channel, but its security

is static. Even though peers are trusted for confidentiality, all it takes for an adversary to

compromise the full past and future confidential transactions of the system is to compromise

a single peer and recover k. Afterwards the adversary can collude with a Byzantine order to

use the channels blockchain as a log of the past and decrypt every transaction, as well as keep

receiving future transactions from the colluding orderer.

8.5.1 Deploying Group Key Agreement

To work around the attack, we first need to minimize the attack surface. To achieve this we

need to think of the peers of a channel, as participants of a confidential communication

channel and provide similar guarantees. Specifically, we guarantee the following properties.

1. Forward Secrecy: A passive adversary that knows one or more old encryption keys ki ,

cannot discover any future encryption key k j where i < j

2. Backward Secrecy: A passive adversary that knows one or more encryption keys ki ,

cannot discover any previous encryption key k j where j < i

3. Group Key Secrecy: It is computationally infeasible for an adversary to guess any group

key ki

4. Key Agreement: For an epoch i all group members agree on the epoch key ki

There are two types of group key agreement we look into:

Centralized group-key distribution: In these systems, there is a dedicated server that sends

the symmetric key to all the participants. The centralized nature of the key creation is scalable,

but might not be acceptable even in a permissioned setting where different organizations

participating in a channel are mutually suspicious.

178



8.5. Using Channels for Confidentiality

Figure 8.2 – Privacy-Preserving Cross-Channel Transaction structure

Contributory group-key management: In these systems, each group member contributes

a share to the common group key, which is then computed by each member autonomously.

These protocols are a natural fit to decentralized systems such as distributed ledgers, but they

scale poorly.

We use the existence of the validation policy as an indication of the trusted entities of the

channel (i.e., the oracles) and create a more suitable protocol to the permissioned setting.

Another approach could be to introduce a key-management policy that defines the key-

generation and update rules but, for simplicity, we merge it with the validation policy that the

peers trust anyway. We start with a scalable contributory group-key agreement protocol [146],

namely the Tree-Based Group Diffie-Hellman system. However, instead of deploying it among

the peers as contributors (which would require running view-synchronization protocols

among them), we deploy it among the smaller set of oracles of the channel. The oracles

generate symmetric keys in a decentralized way, and the peers simply contact their favorite

oracle to receive the latest key. If an oracle replies to a peer with an invalid key, the peer can

detect it because he can no longer decrypt the data, hence he can (a) provably blame the

oracle and (b) request the key from another oracle.

More specifically, we only deploy the group-join and group-leave protocols of Kim et al. [146],

because we do not want to allow for splitting of the network, which might cause forks on the

blockchain. We also deploy a group-key refresh protocol that is similar to group-leave, but no

oracle is actually leaving.

8.5.2 Enabling Cross-Shard Transactions among Confidential Channels

In the protocols we mentioned in Section 8.4, every party has full visibility on the inputs and

outputs and is able to link the transfer of coins. However, this might not be desirable. In this

section, we describe a way to preserve privacy during cross-channel transactions within each

asset’s channel.

For example, we can assume the existence of two banks, each with its own channel. It would
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be desirable to not expose intra-channel transactions or account information when two banks

perform an interbank asset-transfer. More concretely, we assume that Alice and Bob want to

perform a fair exchange. They have already exchanged the type of assets and the values they

expect to receive. The protocol can be extended to store any kind of ZK Proofs the underlying

system supports, as long as the transaction can be publicly verified based on the proofs.

To provide the obfuscation functionality, we use Merkle trees. More specifically, we represent

a cross-shard transaction as a Merkle tree (see Figure 8.2), where the left branch has all the

inputs lexicographically ordered and the right branch has all the outputs. Each input/output

is represented as a tree node with two leaves: a private leaf with all the information available

for the channel and a public leaf with the necessary information for third-party verification of

the transaction’s validity.

The protocol for Alice works as follows:

Transaction Generation:

1. Input Merkle-Node Generation: Alice generates an input as before and a separate Merkle

leaf that only has the type of the asset and the value. These two leaves are then hashed

together to generate their input Merkle node.

2. Output Merkle-Node Generation: Similarly, Alice generates an Output Merkle node, that

consists of the actual output (including the output address) on the private leaf and only

the type and value of the asset expected to be credited on the public.

3. Transaction Generation: Alice and Bob exchange their public Input and Output Merkle-

tree nodes and autonomously generate the full Merkle tree of the transaction.

Transaction Validation:

1. Signature Creation: Alice signs the MTR of the txcross, together with a bitmap of which

leaves she has seen and accepts. Then she receives a similar signature from Bob and

verifies it. Then Alice hashes both signatures and attaches them to the full transaction.

This is the txcross that she submits in her channel for validation. Furthermore, she

provides her full signature, which is logged in the channel’s confidential chain but does

not appear in the pool; in the pool the generated asset is H(txcross).

2. Validation: Each channel validates the signed transaction (from all inputs inside the

channel’s state) making sure that the transaction is semantically correct (e.g., does not

create new assets). They also check that the publicly exposed leaf of every input is well

generated (e.g., value and type much ). Then they generate the new asset (H(txcross) as

before) that is used to provide proof-of-commitment/abortion. The rest of the protocol

(e.g., Unlock phase) is the same as Section 8.4.3.
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Security & Privacy Arguments The atomicity of the protocol is already detailed above. Pri-

vacy is achieved because the source and destination addresses (accounts) are never exposed

outside the shard and the signatures that authenticate the inputs inside the channel are only

exposed within the channel. We also describe the security of the system outside the atomic

commit protocol. More specifically,

1. Every txcross is publicly verifiable to make sure that the net-flow is zero, either by expos-

ing the input and output values or by correctly generating ZK-proofs.

2. The correspondence of the public and the private leaf of a transaction is fully validated

by the input and/or output channel, making sure that its state remains correct.

3. The hash of the txcross is added in the pool to represent the asset. Given the collision

resistance of a hash function, this signals to all other channels that the private leaves

correspond to the transaction have been seen, validated and accepted.

The scheme can be further enhanced to hide the values using Pedersen commitments [201]

and range proofs similar to confidential transactions [204]. In such an implementation the

Pedersen commitments should also be opened on the private leaf for the consistency checks

to be correctly done.

8.6 Case Study: Cross-Shard Transactions on Hyperledger Fabric

In order to implement the cross-channel support on Fabric v1.1, we start with the current

implementation of FabCoin [10] that implements an asset-management protocol similar to

the one introduced in Section 8.3.5.

Channel-Based Implementation

As described by Androulaki et al. [10], a Fabric network can support multiple blockchains con-

nected to the same ordering service. Each such blockchain is called a channel. Each channel

has its own configuration that includes all the functioning metadata, such as defining the mem-

bership service providers that authenticate the peers, how to reach the ordering service, and

the rules to update the configuration itself. The genesis block of a channel contains the initial

configuration. The configuration can be updated by submitting a reconfiguration transaction.

If this transaction is valid with the respect to the rules described by the current configuration,

then it gets committed in a block containing only the reconfiguration transaction, and the

chances are applied.

In this work, we extend the channel configuration to include the metadata to support cross-

channel transactions. Specifically, the configuration lists the channels with which interaction

is allowed; we call them friend channels. Each entry also has a state-update validation policy,
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to validate the channel’s state-updates, the identities of the oracles of that channel, that will

advertise state-update transactions, and the current commitment to the state of that channel.

The configuration block is also used as a lock-step that signals the view-synchrony needed for

the oracles to produce the symmetric-key of the channel. If an oracle misbehaves, then a new

configuration block will be issued to ban it.

Finally, we introduce a new entity called timestamper (inspired by recent work in software

updates [195]) to defend against freeze attacks where the adversary presents a stale configura-

tion block that has an obsolete validation policy, making the network accepting an incorrect

state update. The last valid configuration is signed by the timestampers every interval, defined

in the configuration, and (assuming loosely synchronized clocks) guarantees the freshness of

state updates6.

Extending FabCoin to Scale-out

In FabCoin [10] each asset is represented by its current output state that is a tuple of the

form (txid.j,(value, owner, type)). This representation denotes the the asset created as the j-th

output of a transaction with identifier txid that has value units of asset type. The output is

owned by the public key denoted as owner.

To support cross-channel transactions, we extend FabCoin transactions by adding one more

field, called namespace, that defines the channel that manages the asset

(i.e., (txid.j,(namespace, value, owner, type))).

Periodically, every channel generates a state commitment to its state, this can be done by one

or more channel’s oracles. This state commitment consists of two components: (i) the root of

the Merkle tree built on top of the UTXO pool, (ii) the hash of the current configuration block

with the latest timestamp, which is necessary to avoid freeze attacks.

Then, the oracles of that channel announce the new state commitment to the friend channels

by submitting specific transactions targeting each of these friend channels. The transaction is

committed if (i) the hashed configuration block is equal to the last seen configuration block,

(ii) the timestamp is not “too” stale (for some time value that is defined per channel) and

(iii) the transaction verifies against the state-updates validation policy. If those conditions

hold, then the channel’s configuration is updated with the new state commitment. If the first

condition does not hold, then the channel is stale regarding the external channel it transacts

with and needs to update its view.

Using the above state update mechanism, Alice and Bob can now produce verifiable proofs

that certain outputs belong to the UTXO pool of a certain channel; these proofs are com-

municated to the interested parties differently, depending on the protocol. On the simple

asset-transfer case (Section 8.4.1), we assume that Alice is altruistic (as she donates an asset to

6Unless both the timestamp role and the validation policy are compromised.
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Table 8.1 – Atomic Commit Protocol on Fabric Channels

Protocol Atomicity Trust Assumption Generality of Transactions Privacy

Asset Transfer (Section 8.4.1) Yes Nothing Extra 1-Input-1-Ouptut No
Trusted Channel (Section 8.4.2) Yes Trusted Intermediary Channel N-Input-M-output No
Atomic Commit (Section 8.4.3) Yes Nothing Extra N-Input-M-output No

Obfuscated Transaction AC (Section 8.5.2) Yes Nothing Extra N-Input-M-output Yes

Bob) and request the proofs from her channel that is then communicated off-band to Bob.

On the asset trade with trusted channels (Section 8.4.2) Alice and Bob can independently

produce the proofs from their channels or the trusted channel as they have visibility and access

rights. Finally on the asset trade of Section 8.4.3, Alice and Bob use the signed cross-channel

transaction as proof-of-access right to the channels of the input assets in order to obtain the

proofs. This is permitted because the txcross is signed by some party that has access rights to

the channel and the channels peers can directly retrieve the proofs as the asset’s ID is derived

from H(txcross).

8.7 Conclusion

In this chapter, we have redefined channels, provided an implementation guideline on Fab-

ric [10] and formalized an asset management system. A channel is the same as a shard that

has been already defined in previous work [74, 150]. Our first contribution is to explore the

design space of sharding on permissioned blockchains where different trust assumptions can

be made. We have introduced three different protocols that achieve different properties as de-

scribed in Table 8.1. Afterwards, we have introduced the idea that a channel in a permissioned

distributed ledger can be used as a confidentiality boundary and describe how to achieve this.

Finally, we have merged the contributions to achieving a confidentiality preserving, scale-out

asset management system, by introducing obfuscated transaction trees.
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9 Related Work

In this section, we summarize work that is related to the systems this thesis describes. We cover

the topics of scaling blockchains, consensus-group membership management, generating

good distributed randomness, enabling confidentiality of blockchains, and decentralized

management of identities and certificates.

9.1 Scaling Blockchains

How to handle Bitcoin’s performance shortcomings is one of the major controversies discussed

in the community. But even though it is an urgent concern, so far no solution was found that

all involved parties were satisfied with. A simple approach would be to increase the block size

and with that the maximum throughput of Bitcoin. However, this might also negatively affect

the security of the system and does not address the core of the problem: Bitcoin’s probabilistic

consistency.

BYZCOIN and Bitcoin [191] share a similar objective: implement a state machine replica-

tion (SMR) system with open membership [42]. Both, therefore, differ from more classic

approaches to Byzantine fault-tolerant SMRs with static or slowly changing consensus groups

such as PBFT [55], Tendermint [46], or Hyperledger Fabric [10].

Bitcoin has well-known performance shortcomings; there are several proposals [167, 250]

on how to address these. The GHOST protocol [233] changes the chain selection rule when

a fork occurs. While Bitcoin declares the fork with the most proof-of-work as the new valid

chain, GHOST instead chooses the entire subtree that received the most computational effort.

Put differently, the subtree that was considered correct for the longest time will have a high

possibility of being selected, making an intentional fork much harder. One limitation of

GHOST is that no node will know the full tree, as invalid blocks are not propagated. While

all blocks could be propagated, this makes the system vulnerable to DoS attacks since an

adversary can simply flood the network with low-difficulty blocks.

Off-chain transactions, an idea that originated from the two-point channel protocol [127], are

187



Chapter 9. Related Work

another alternative to improve latency and throughput of the Bitcoin network. Other similar

proposals include the Bitcoin Lightning Network [205] and micro-payment channels [78],

which allow transactions without a trusted middleman. They use contracts so that any party

can generate proof-of-fraud on the main blockchain and thereby deny revenue to an attacker.

Although these systems enable faster cryptocurrencies, they do not address the core problem

of scaling SMR systems, thus sacrificing the open and distributed nature of Bitcoin. Finally,

the idea behind sidechains [17] is to connect multiple chains with each other and enable

the transfer of Bitcoins from one chain to another. This enables the workload distribution to

multiple subsets of nodes that run the same protocol.

There are several proposals that, like BYZCOIN, target the consensus mechanism and try to

improve different aspects. Ripple [224] implements and runs a variant of PBFT that is low-

latency and based on collectively-trusted subnetworks with slow membership changes. The

degree of decentralization depends on the concrete configuration of an instance. Tender-

mint [46] also implements a PBFT-like algorithm, but evaluates it with at most 64 “validators”.

Furthermore, Tendermint does not address important challenges such as the link-bandwidth

between validators, which we found to be a primary bottleneck. PeerCensus [77] and Hybrid

Consensus [198] are interesting alternative that shares similarities with BYZCOIN, but are only

of theoretical interest.

Finally, Stellar [176] proposes a novel consensus protocol named Federated Byzantine Agree-

ment, which introduces Quorum slices that enable a BFT protocol “open for anyone to par-

ticipate”. Its security, however, depends on a nontrivial and unfamiliar trust model requiring

correct configuration of trustees by each client.

9.2 Comparison of OMNILEDGER with Prior Work

Table 9.1 – Comparison of Distributed Ledger Systems

System Scale-Out Cross-Shard State Blocks Measured Scalability Estimated Measured
Atomicity (# of Validators) Time to Fail Latency

RSCoin [74] In Permissioned Partial No 30 N/A 1 sec
Elastico [173] In PoW No No 1600 1 hour 800 sec
ByzCoin [149] No N/A No 1008 19 years 40 sec

Bitcoin-NG [95] No N/A No 1000 N/A 600 sec
PBFT [46, 10] No N/A No 16 N/A 1 sec

Nakamoto [191] No N/A No 4000 N/A 600 sec
OMNILEDGER Yes Yes Yes 2400 68.5 years 1.5 sec

The growing interests in scaling blockchains have produced a number of prominent systems

that we compare in Table 9.1. ByzCoin [149] is a first step to scalable BFT consensus, but

cannot scale out. Elastico is the first open scale-out DL, however, it suffers from performance

and security challenges that we have already discussed in Section 6.2.2. RSCoin [74] proposes

sharding as a scalable approach for centrally banked cryptocurrencies. RSCoin relies on a

trusted source of randomness for sharding and auditing, making its usage problematic in
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trustless settings. Furthermore, to validate transactions, each shard has to coordinate with the

client and instead of running BFT, RSCoin uses a simple two-phase commit, assuming that

safety is preserved if the majority of validators is honest. This approach, however, does not

protect from double spending attempts by a malicious client colluding with a validator.

In short, prior solutions [74, 149, 173] achieve only two out of the three desired properties;

decentralization, long-term security, and scale-out, as illustrated in Figure 6.1. OMNILEDGER

overcomes this issue by scaling out, as far as throughput is concerned, and by maintaining

consistency to the level required for safety, without imposing a total order.

Bitcoin-NG scales Bitcoin without changing the consensus algorithm by observing that the

PoW process does not have to be the same as the transaction validation process; this results in

two separate timelines: one slow for PoW and one fast for transaction validation. Although

Bitcoin-NG significantly increases the throughput of Bitcoin, it is still susceptible to the same

attacks as Bitcoin [113, 13].

9.3 Consensus Group Membership and Stake

Unlike permissioned blockchains [74], where the validators are known, permissionless block-

chains need to deal with the potential of Sybil attacks [84] to remain secure. Bitcoin [191]

suggested the use of Proof-of-Work (PoW), where validators (aka miners) create a valid block

by performing an expensive computation (iterating through a nonce and trying to brute-

force a hash of a block’s header such that it has a certain number of leading zeros). Bitcoin-

NG [95] uses this PoW technique to enable a Sybil-resistant generation of identities. There

are certain issues associated with PoW, such as the waste of electricity [79] and the fact that

it causes recentralization [134] to mining pools. Other approaches for establishing Sybil-

resistant identities such as Proof-of-Stake (PoS) [116], Proof-of-Burn (PoB) [247] or Proof-

of-Personhood [43] overcome PoW’s problems and are promising ways toward ecological

blockchain technology.

9.4 Randomness Generation and Beacons

Generation of public randomness has been studied in various contexts. In 1981, Blum pro-

posed the first coin flipping protocol [36]. Rabin introduced the notion of cryptographic

randomness beacons in 1983 [210]. NIST later launched such a beacon to generate random-

ness from high-entropy sources [193]. Centralized randomness servers have seen limited

adoption, however, in part because users must rely on the trustworthiness of the party that

runs the service.

Other approaches attempt to avoid trusted parties [206, 41, 18, 60]. Bonneau et al. [41] use

Bitcoin to collect entropy, focusing on analyzing the financial cost of a given amount of bias

rather than preventing bias outright. Lenstra et al. [165] propose a new cryptographic primitive,
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a slow hash, to prevent a client from biasing the output. This approach is promising but

relies on new and untested cryptographic hardness assumptions, and assumes that everyone

observes the commitment before the slow hash produces its output. If an adversary can delay

the commitment messages and/or accelerate the slow hash sufficiently, he can see the hash

function’s output before committing, leaving the difficult question of how slow is “slow enough”

in practice. Other approaches use lotteries [18], or financial data [60] as public randomness

sources.

An important observation by Gennaro et al. [111] is that in many distributed key generation

protocols [202] an attacker can observe public values of honest participants, use this knowl-

edge to influence the protocol run, and disqualify honest peers hence would be able to bias

output. To mitigate this attack, the authors propose to delay the disclosure of the protocol’s

public values after a “point-of-no-return” at which point the attacker cannot influence the

output anymore, as it has been already fixed before and, in particular, the honest participants

can finish the protocol without the cooperation of the attacker. We also use the concept of a

“point-of-no-return” in our randomness generation protocols to prevent an adversary from

biasing the output. However, their assumption of a fully synchronous network is unrealistic for

real-world scenarios. Cachin et al., propose an asynchronous distributed coin tossing scheme

for public randomness generation [49], which relies on a trusted setup dealer. We improve

on that by letting multiple nodes deal secrets and combine them for randomness generation

in our protocols. Finally, Kate et al. [141], introduced an approach to solving distributed key-

generation in large-scale asynchronous networks, such as the Internet. The communication

complexity of their solution, similar to Gennaro’s and Cachin’s prevents scalability to large

numbers of nodes. Our protocols use sharding to limit communication overheads to linear

increases, which enables RANDHOUND and RANDHERD to scale to hundreds of nodes.

Applications of public randomness are manifold and include the protection of hidden ser-

vices in the Tor network [119], selection of elliptic curve parameters [18, 165], Byzantine

consensus [196], electronic voting [4], random sharding of nodes into groups [121], and non-

interactive client-puzzles [124]. In all of these cases, both RANDHOUND and RANDHERD

may be useful for generating bias-resistant, third-party verifiable randomness. For example,

RANDHOUND could be integrated into the Tor consensus mechanism to help the directory

authorities generate their daily random values in order to protect hidden services against DoS

or popularity estimation attacks.

9.5 Confidential Blockchains

CALYPSO is based on threshold cryptography, first used to replicate services [213]. Our ap-

proach can also be considered a version of proxy re-encryption [34], where the proxy is actually

a decentralized service that can withstand individual malicious proxies. The decentralized

data management platform Enigma [256, 257] provides comparable functionality to CALYPSO.

Users own and control their data and a blockchain enforces access control by logging valid
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requests (as per the on-chain policy). However, Enigma stores the confidential data at a

non-decentralized storage provider who can read and/or decrypt the data or refuse to serve

the data even if there is a valid on-chain proof. The storage provider in Enigma is, therefore, a

single point of compromise/failure.

Other projects [15, 86, 133, 226, 257] commonly rely on centralized key-management and/or

storage systems as well and hence suffer from comparable issues with respect to atomicity

and robustness against malicious service providers. Vanish [108] is another secure data-

sharing system which ensures that no-longer-usable data self-destructs to protect against

accidental leakage. CALYPSO can provide similar functionality by adding time-outs to write

transactions after which (honest) trustees destroy their secret key shares making the secret

inaccessible. Vanish, however, relies on DHTs and is thus not as robust as the blockchain-

based CALYPSO. Other privacy-focused blockchains [182, 218] do not address the issue of data

sharing and access control but instead, focus on hiding identity and transaction data through

zero-knowledge proofs.

9.6 Decentralized Identity & Certificate Management

Existing decentralized identity management systems, such as UIA [104] or SDSI/SPKI [214]

enable users to control their identities but they lack authenticated updates via trust-delegating

forward links of skipchains which enable SKIPPER to support secure long-term relationships

between user identities and secure access control over shared data. OAuth2 [126] is an access-

control framework where an authorization server can issue access tokens to authenticated

clients which the latter can use to retrieve the requested data from a resource server. CALYPSO

can emulate OAuth2 without any single points of compromise/failure where the access-control

blockchain and the secret-management cothority act as decentralized versions of the autho-

rization and resource servers, respectively. Further, thanks to CALYPSO’s serialization of access

requests and SIAM updates, it is not vulnerable to attacks exploiting race conditions when

revoking access rights or access keys like OAuth2 [172]. ClaimChain [156] is a decentralized

PKI where users maintain repositories of claims about their own and contacts’ public keys.

However, it permits transfer of access-control tokens, which can result in unauthorized access

to the claims. Finally, Blockstack [7] uses Bitcoin to provide naming and identity functionality,

but it does not support private-data sharing with access control. CALYPSO can work along a

Blockstack-like system is implemented on top of an expressive enough blockchain [250] and

include Blockstack identities as part of SIAM.

Certificate, key, and software transparency. Bringing transparency to different security-

critical domains has been actively studied. Solutions for public-key validation infrastructure

are proposed in AKI [145], ARPKI [23] and Certificate Transparency (CT) [163] in which all

issued public-key certificates are publicly logged and validated by auditors. EthIKS [40]

provides stronger auditability to CONIKS [178], an end-user key verification service based on a
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verifiable transparency log, by creating a smart contract on Ethereum that provides pro-active

security instead of re-active auditing.

Skipchains can be also seen as an extension of timeline entanglement [175], where nodes

can additionally crawl a timeline forward to update their trust and also enabling efficient

traversal using authenticated skiplists [93]. Finally, in order to make skipchains more robust

to compromised keys, we can combine them with proactive schemes mapped on top of the

managing cothority as suggested by Canetti et al. [51].
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10 Conclusion and Future Work

We conclude this dissertation by discussing the outcomes of this thesis and its implications, as

well as by presenting potential avenues for future research.

10.1 Summary and Implications

This thesis tackles two pressing challenges current blockchain systems repeatedly face. First,

the scalability challenge both concerning total capacity or throughput the system can handle

and concerning confirmation latency. To understand how pressing this issue is, we consider

Bitcoin the most prominent and most valuable Blockchain to-date. Bitcoin has a throughput

of 3 transactions per second with a confirmation latency of one hour. Comparing this to VISA

that can easily handle 4,000 transactions per second with a confirmation latency of a few

seconds we conclude that Bitcoin as a payment system is disappointing, if not unusable, for

the average person.

This thesis builds a payment system that can provide a better alternative than Bitcoin to the

average person who simply wants to pay his groceries, without the need to trust a central

actor such as VISA or a bank. The capstone (scaling wise) of this thesis, OMNILEDGER, has

experimentally achieved throughput of 2,500 transactions per second with a confirmation

latency of less 10 seconds and has shown potential for far higher throughput, given enough

resources. At the same time OMNILEDGER does not assume trust on any centralized actor,

making it deployable in environments far more adversarial than what VISA can withstand.

A secondary scalability-benefit of OMNILEDGER that might in practice be more important

than the first, is that it enables “light clients” who neither mine blocks nor store the entire

blockchain history to verify quickly and efficiently that a transaction has committed, without

requiring active communication with or having to trust any particular full node.

The second pressing challenge is the privacy of data posted on-chain. A blockchain is (by

design) a transparent log visible to all the participants. This, however, is a disadvantage when

it comes to using blockchains in an environment where confidentiality is necessary, as most
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businesses want to keep their data confidential and only selectively disclose them to vetted

collaborators. To tackle this problem, we propose CALYPSO that can be applied as an external

service to any programmable blockchain. CALYPSO enables a writer to share confidential data

with a reader and guarantees that (a) only the reader is authorized to access the data and

(b) if the reader accesses the data, the writer will hold an undeniable proof that the access

happened. As a result, with CALYPSO, even fully open blockchains can be used by private

companies without forcing them to reveal their confidential data. Furthermore, CALYPSO

enables the general verifiable management of private data, providing a secure infrastructure

for application typically susceptible to frontrunning attacks such as lotteries and decentralized

exchanges.

In our journey to solve these challenges, we required tools that work in a large scale and remain

robust under Byzantine adversaries. As a result, in this thesis, we also proposed novel tools for

scalable consensus, scalable bias-resistant randomness generation, and decentralized long-

term relationship tracking. Although these tools are introduced in the scope of this thesis, their

applicability exceeds it. For example, scalable consensus can be a building block for large-scale

state-machine replication, bias-resistant randomness can help run public-verifiable lotteries

or scale anonymity systems, and decentralized relationship tracking is already proposed as a

solution to secure software-update dispersion [195].

10.2 Future Work

We now discuss some potential directions for future research that builds on the contributions

of this dissertation and addresses some of its limitations.

10.2.1 Sharding for Smart Contracts

In this dissertation we presented OMNILEDGER, a decentralized global payment network that

employs sharding in order to scale out. However, one of the most promising blockchain

applications is smart contracts, or self-executed programs, which OMNILEDGER does not

support. In future work, we envision a system similar to OMNILEDGER that supports smart

contracts. In order to implement this, we want to design a UTXO or account-based smart

contract language that supports efficient cross-shard operation without compromising the

security guarantees and especially the serializability of transactions that all blockchain systems

currently provide.

10.2.2 Heterogeneous Sharding

While showing great promise, smart contracts are difficult to program correctly, as they

need a deep understanding of cryptographic and distributed algorithms, and offer limited

functionality, as they have to be deterministic and cannot operate on secret data. In future
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work, we envision a system called Protean [8] which provides a novel Byzantine fault-tolerant

decentralized computer that draws inspiration from the microservice architecture of cloud

computing and modern CPU architectures. Protean uses secure, specialized modules, called

functional units, for building decentralized applications that are commonly seen in smart

contracts, such as lotteries and e-voting schemes. Such modules can be the systems introduced

in this dissertation, for example, a Randhound can be a randomness generation functional

unit, CALYPSO can be a secret managing functional unit while OMNILEDGER can be a secure

and transparent meta-data storage functional unit.

As these functional units are special purpose, they are easier to prove correct than Turing-

complete smart contracts and provide a layer of abstraction to smart contract developers

who might lack a full understanding of cryptography and distributed algorithms. Further-

more, by hosting arbitrarily-defined functional units, as well as multiple instantiations of the

same, abstract functional unit with different security and performance properties, Protean

equips smart-contract developers with great flexibility in building their applications, thereby

extending the range of applications that are enabled by smart contracts.

10.2.3 Locality Preserving Sharding

While decentralized blockchains are getting increasingly attractive due to their third-party

independence, they still suffer from fundamental limitations to increase throughput and lower

latency, and to remain secure under attacks. There is abundant work to fix the security and

scalability problems of Bitcoin (and of blockchains that inherit some of its design decisions).

Existing solutions (including the ones presented in this thesis), however, still do not achieve

real-time latencies, especially under heavy load, or they are insecure under strong network

adversaries.

One of the main reasons this problem persists is that transactions have to first be announced

across the globe and only then get finalized by the validators. OMNILEDGER provided a solution

to the problem of forcing every single validator to see the transaction and instead requires

only a subset (or shard) to consent. However, because of the random selection of validators

per shard there is still a high chance that the transaction has to travel across the globe and

back.

To mitigate this issue, we envision Blinkchain [21], a latency-aware blockchain that provides

bounds on consensus latency. We retain sharding as a technique to scale horizontally. Our

proposal differs in the way we select validators for the blockchain in each shard. Namely, to

achieve low-latency consensus among validators, we use techniques from Crux [22], which

enhance scalable distributed protocols with low latency.
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10.2.4 Alternatives to Proof-of-Work

Bitcoin and many of its offspring use proof-of-work (PoW) mechanisms [16] to allow pseudony-

mous, untrusted, external actors to securely extend the blockchain. However, PoW requires

costly special-purpose hardware and consumes massive amounts of electricity. This has led

to a re-centralization since only a few privileged entities who have access to the necessary

resources are capable to mine, whereas regular users who can not afford such hardware and

its maintenance are excluded. Consequently, the control over the entire system rests in the

hands of a small number of elite users, for example as in Bitcoin; an undemocratic approach.

To mitigate this problem a first step is to study Proof-of-stake (PoS), where participants use

their assets (coins) to create (mint) new assets, and which promises similar properties as PoW

but consumes far less energy. As future work, we intend to combine the building blocks that

are introduced in this thesis to create a functional PoS system.

However, PoS is essentially nothing but a shareholder corporation where the rich again have

an advantage as they possess more assets and thus are able to mint new coins faster than

less-privileged participants. As a consequence, the (already) rich become even richer; again,

an undemocratic approach. This is why we developed proof-of-personhood (PoP) [43] as a

first step towards our goal, which combines pseudonym parties [105] with state-of-the-art

cryptographic tools like linkable ring signatures [171] and collective signing [243] to create

so-called PoP-tokens, which are basically accountable anonymous credentials.

The core idea of pseudonym parties is to verify real people, thereby linking physical and

virtual identities and providing a basis to prevent adversaries from mounting Sybil attacks.

Pseudonym parties are, as the name suggests, parties which can be organized basically by

anyone, from governments to non-profit organizations, or companies to small groups of

people in their own village. The participants agree on a set of rules such as specifying a

place and time. All parties are recorded for transparency, but attendees are free to hide their

identities by dressing as they wish, including hiding their faces for anonymity. By the end of

the party, each attendee will obtain exactly one cryptographic identity token that represents

both a physical and virtual identity without revealing sensitive information.
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