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Abstract

The Internet’s architecture, designed in the days of |as@dionary computers tended by technically
savvy and accountable administrators, fails to meet theademof the emerging ubiquitous com-
puting era. Nontechnical users now routinely own multigdespnal devices, many of them mobile,
and need to share information securely among them usingaiiee, delay-sensitive applications.

Unmanaged Internet Architectui@JlA) is a novel, incrementally deployable network archi-
tecture for modern personal devices, which reconsideeethrchitectural cornerstones: naming,
routing, and transport. UIA augments the Internet’s glotaahe system with personal name sys-
tem enabling users to build personal administrative groupgiyeand intuitively, to establish secure
bindings between his devices and with other users’ devarasto name his devices and his friends
much like using a cell phone’s address book. To connect palsievices reliably, even while mo-
bile, behind NATSs or firewalls, or connected via isolated ad hetworks, UIA gives each device
a persistent, location-independedéntity, and builds aroverlay routing servicatop IP to resolve
and route among these identities. Finally, to support tedaeractive applications built using
concurrent transactions and delay-sensitive media sggdiA introduces a newtructured stream
transport abstraction, which solves the efficiency andaesipeness problems of TCP streams and
the functionality limitations of UDP datagrams.

Preliminary protocol designs and implementations demmatestJIA's features and benefits. A
personal naming prototype supports easy and portable gnamagement, allowing use of personal
names alongside global names in unmodified Internet apiglitsa A prototype overlay router
leverages the naming layer’s social network to provideiefficad hoc connectivity in restricted but
important common-case scenarios. Simulations of morergenauting protocols—one inspired
by distributed hash tables, one based on recent compaatgdabeory—explore promising gener-
alizations to UIA's overlay routing. A library-based protpe of UIA's structured stream transport
enables incremental deployment in either OS infrastrecturapplications, and demonstrates the
responsiveness benefits of the new transport abstractiodyviamic prioritization of interactive
web downloads. Finally, an exposition and experimentaluaeon of NAT traversal techniques
provides insight into routing optimizations useful in UlAdielsewhere.
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Chapter 1

Introduction

The original Internet architecture was designed to conlaegé mainframe computers, which were
tended by trustworthy experts and whose primary commupitatpplications were text-oriented
messaging, remote terminal login, and bulk data transfee Ifternet has fundamentally changed
since then, particularly since its commercialization: anly in scale but in many qualitative re-
spects. Today anyone can own their own computer and cortrtedhie Internet, so the majority of
Internet devices are now owned and managed by end users witmah technical knowledge and
limited accountability for their actions. Many devices atable and move frequently with their
users, such as laptops, personal digital assistants (PRAd)smart cell phones. The application
profile has changed as well: modern users are just as likelgedhe Internet for streaming voice or
video communication, or transaction-oriented web brogysinremote file system access, as for tra-
ditional text-oriented messaging and bulk file transfer.delm users expect their personal devices
to “just work,” providing reliable and responsive perfomea across diverse applications, without
their having to understand protocol details such as IP addeeand DNS records, and without nec-
essarily having a clear understanding of how to protect gedwes from now-rampant viruses and
other malware. But the protocols underlying the Internetiginal mainframe-oriented design are
not up to this task.

This thesis takes a step toward addressing these problemstHigking basic elements of the
Internet architecture around the needs of modern usershamdubiquitous personal devices, to
createUnmanaged Internet Architectuf@I1A), a novel global connectivity architecture designed
to support these personal devices more effectively. “Uragad” refers to the primary goal of
making devices and protocols “just work” reliably and rasgieely in a wide variety of contexts
and for a wide variety of applications, without requiringnfiguration or technical knowledge on
behalf of the user. UIA is intended to augment the traditidnternet architecture, not replace
it, thereby providing a practical and incrementally deplolg approach to addressing some of the
current architecture’s shortcomings.

While many elements of the Internet’s architecture ultehaneed to be reconsidered around
the requirements of personal devices, UIA focuses on thegerrfunctional areas: naming, routing,
and transport. UIA introduces new networking abstracti@amg protocols into each of these major

17
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Figure 1-1: Architectural diagram of UIA and how it fits intoet Internet architecture

function blocks, as illustrated in Figure 1-1. After firstrimducing the common theme of decen-
tralization upon which many elements of UIA's design restdysequent sections briefly introduce
UIA's new architectural components in each of these fumeticareas. Later thesis chapters will

explore these functional areas in detalil.

1.1 An Emphasis on Decentralization

A primary objective of UIA and a common theme throughout ésidn is the goal of building fally
decentralizedarchitecture, in which personal devices do not inhererdleho rely on the existence
or accessibility of centralized services in order to comivate and function properly. This focus

on decentralization has three primary motivations.

e Management Autonomy: First, a centralized connectivity architecture forcesitber to reg-
ister with or subscribe to some service (e.g., allocate aadomame and static IP address),
talk to an expert who can set things up for him, or perhaps degioy such a service himself
(e.g., set up a Mobile IP [183] home server), before his dsvigill be able to communicate
with each other properly. UIA's philosophy is that usersidtianot be forcedy the architec-
ture to wade through bureaucratic “red tape” of one kind or anatieéore their own devices
will be able to communicate with each other in natural pegpder fashion. A decentralized
architecture can still allow the user to associate with aa#teruse of centralized services—

18
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indeed, for many high-level services such as airline regems, a centralized architecture
is indeed most natural—but a decentralized connectivithigecture makes such registration
optional and not assumed, enabling the user to communicaia@his personal devices even
without having made some or any of them known to central sesvi

Availability: Second, global Internet connectivity is not always avéddimm every location
we may need to use our personal devices, or equally fast xpémsive even when it is avail-
able. UIA's philosophy is that two users sitting next to eadiner on a bus or plane without
Internet access should still be able to communicate and tegither via their devices over
an ad hoc wireless LAN, without their connectivity or namimgime breaking or substan-
tially changing just because they temporarily lack acces®ntral Internet services. Even if
“always-available” wireless Internet services eventuatlach every corner of the planet, an
ability to communicate and operate within a local area ietelently of central services may
still be important whenever global communication is sufiiidly slower or more expensive
than local-area communication. Further, during times @fi€or natural disaster, a whole
geographic region might be temporarily disconnected froerest of the Internet, and it is at
such times that personal device users within such a regeaxmastin need of their devices to
continue to function and communicate, to whatever extettdsretically possible under the
circumstances.

Privacy: Third, a communication system that relies on centralizedices unavoidably
“leaks” information to the operators of those services,clitdan create security and privacy
concerns for both individual and corporate users. Evenla fldcentralized system cannot
necessarily prevent such information leakage entirahgesglobal communication traffic still
has to flow through untrusted intermediaries such as netpwakiders and ISPs, and even
encrypted traffic may be susceptible to traffic analysis. Iy flecentralized design neverthe-
less minimizes the amount of information that needs to bédicitlyp exposed to third parties
merely in order for the communication system to function.

Some parts of UIA's design could be made substantially ssmipy giving up this emphasis on

decentralization and making personal devices rely on akfauthoritative” servers; these potential
simplifications will be pointed out at the appropriate pkce

1.2 Naming

In order to connect to remote devices, services, and userstiog Internet, users first need to be
able tonamethose remote entities in order to identify the desired comination target(s). There
are many possible approaches to naming, many involvingeaffsl between different goals such
as ease of use, name conciseness, portability, and implatioencomplexity. A crucial issue in
any naming system is how names and namespacananaged different approaches to naming
often imply different paradigms for name management. Thertet's traditional naming paradigm
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Figure 1-2: The Internet’s traditional global naming hretey

is built aroundglobal nameshbut UIA enhances the Internet to support a new and complemen
naming paradigm callegersonal names

1.2.1 Global Names

The Internet’s existing domain name system (DNS) [256] wew globally unique names based
on a hierarchy of name registration services. The Interrssighed Numbers Authority (IANA)
delegates eadtop-level domairsuch as comand. edu to a specific organization, each of which
manages the allocation of sub-domains suchesaki . comor ni t . edu according to various
administrative policies. These authorities in turn delegagistration authority for sub-domains to
the organizations that own them, and so on. Figure 1-2 iifitess this traditional global naming
hierarchy.

To name a particular device in this scheme, so that the dednebe accessed remotely from
anywhere on the Internet, the device’s owner mragtsterthe device: i.e., find a unique, not-yet-
allocated name in some domain within this administrativerdrchy, and follow appropriate regis-
tration procedures defined by the owner of that domain. Famgie, to make my work PC globally
reachable via the namea . csai | . ni t. edu, | had to register the name with my work or-
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ganization, CSAIL, which manages the domaimsai | . m t . edu, and derives its authority to
manage that domain from MIT (the authority fomi t . edu), which in turn derives from the top-
level registrar for the edu domain and ultimately from IANA. This naming architectureplies
that names arglobally unigue meaning that they can in theory be used from any device on the
Internet and will always refer aesolveto the same target, but it also means that these names must
be administratively registereth order to enforce this global unigueness: i.e., CSAlLgistration
process is responsible for ensuring that only one devicebeamamedki . csail . m t. edu at
once. Ultimately, what this means to ordinary Internet sigethat when naming their devices with
DNS, they can use only names that aot already takerfand in these post-Internet-land-rush days
most of the “good” ones are already taken), and users muainofatften purchase) the use of those
names from some registration authority in the DNS hierarchy

Global unigueness of nhames is a valuable property for cetigies of names to have: par-
ticularly names corresponding to global brands or othaetemsarks such aanazon. com As
companies have realized since early in the “.com boom, rgaaiunique, memorable “online brand
name” such aamazon. com which people can type into any web browser to reach the copma
web site, is crucial to E-commerce and to “online presenagjeneral. And companies are willing
to pay far more than the nominal registration fees to obtairerhium” names corresponding to
recognizable words or phrases [236].

1.2.2 Personal Names

But when a user wishes to connect remotely not to a globaherdrand, but rather to one of his
own personal devices—or to that of a friend—global unigeerie less important than simplicity
and convenience. For example, a casual tourist may wishltadghotos from his WiFi-enabled
digital camera directly to his home PC or to a family membB¥A, and a business traveller may
need remote access from her laptop to files on her work PC olleagae’s. In this situation, it
is common for the devicaitiating the communication to be owned by or otherwise administra-
tively associated with the user, which means that the timtladevice’s own identity can provide
context for naming the remote device to be accessed. Formaaih Alice has only one work
PC, and she wishes to access it frbler own accounbn her own laptop or home PGt would
be more convenient for her to be able to use a shorter, sinmglere likewor k- pc instead of
wor k- pc. alice.csail. mt.edu. Even thoughwor k- pc is probably not globally unique
(there are many people in the world who have work PCs that ithay wish to namevor k- pc),
that may be fine iAlice has only one device nameabr k- pc and the device initiating the connec-
tion knows that it is Alice who is requesting the connectidfe refer to such a non-globally-unique
name as @ersonal namesince its interpretation context grsonalto the user.

A useful analogy is the address book on a modern cell phoniehvelfiows the phone’s owner
to use short, convenient names liReb andMominstead of cryptic, globally unique phone num-
bers to call people the phone’s owner dials regularly. Iddee might consider such an address
book to be goersonal naming systenThe personal haming system that traditional address books
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provide are not adequate for personal Internet devicesevenw Users increasingly have many
more Internet-connected devices than they have celluaments or phone numbers, and separately
managing address books on each of those devices quicklyrescoumbersome and impractical.
Current address book synchronization software typicdthee operates between only a specific pair
of personal devices—e.g., betweene smart phone andnelaptop or desktop PC, leaving other
personal devices’ address books unsynchronized—or iatgebetween one or more personal de-
vices and a central server deployed by a device manufaciusarvice provider, in which case this
synchronization and personal naming is unavailable wreméevices are disconnected from the
Internet or from their designated cellular network. To nteetdemands of modern Internet users,
personal devices must not only support convenient pers@raks, but must be able to keep them
synchronized automatically across an arbitrary numbeedgnal devices, and those names must
be usable even in partial connectivity situations: e.g.envBob and Alice are travelling together
in a bus or plane and need to share information between theicat while they have no Internet
access or cellular coverage.

A basic assumption underlying the idea of personal namesaisthe devices through which
the user typically works or accesses the network—i.e. téhminalsresponsible for interpreting
these personal names—are either owned by or somehow effilidth the user, and thus have some
personal user contexh which to interpret these personal names. This assumf#itnin the case
of public-access terminals, such as those found in an aiopdnternet café: since a public terminal
has no prior affiliation with the user, it typically has no text in which to resolve personal names,
so only global names are directly usable at such terminAlsisér could still use a public terminal
to log into a remote machine or account via a global name, eord there use personal names
to reach his other devices or services.) Given the trendeisfopal Internet devices becoming
increasing cheap and readily available [151, 202], theuitnigs availability of WiFi hotspots [1]
and mobile broadband [41] for use with consumer-owned dsyiand the well-known security
risks inherent in the use of public-access terminals [294],dt appears safe to assume that private
devices rather than public terminals will remain the priynaeans by which most users access the
network, satisfying the main requirement for personal reatode useful.

1.2.3 UIA Personal Names and Personal Groups

The Unmanaged Internet Architecture is not designed t@aoepDNS, the Internet’s existing global
naming system, but rather to augment it with a personal ngsystem that can work alongside
DNS. With UIA, the user can still use global names lé&eazon. com but can also use personal
names likd apt op or pda. al i ce (meaning “Alice’s PDA").
A key technical challenge in create such a personal namerayistdefining the context @cope

in which these personal names are to be resolved: this daitexld be larger than a single device,
so that the user does not have to administer one address twoesdh device he owns or operates,
but it should be small enough that the user does not have toyvatwout his hames conflicting
with those assigned by other users. That is, the personahgatontext needs to correspond to
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Bob's Personal Group

“Laptop”
“Camera”
“Home-PC”
“Work-PC”

“Home-PC”
“Work-PC”

Figure 1-3: An example UIA personal group containing fowides, each with a personal name

the user’s personadministrative domainthe complete set of personal devices (or accounts on
shared devices or services) that the user manages. Foutipisse, UIA introduces the concept of
personal groupswhich delineate a symmetric group of devices or accountghich to scope the
user’'s naming activities. Figure 1-3 illustrates a persgnaup containing four devices, which may
be scattered across the Internet, each having its own @@nsame that may be used from any other
device in the group.

It is crucial for personal groups to be both secure and easgttaip and manage. Since we
expect users may wish to share sensitive personal infasmatnong their devices via UIA personal
names, it is important that attackers not be able to “spoafser’s device, causing the user to log
in to or leak information to the wrong device. Similarly, ateaker must not be able to add devices
to a user’s personal group or modify the name bindings in tbagwithout the user’s permission,
and if the user retires, sells, or loses a personal devieajgar must be able to revoke that device’s
membership in the group so that its new owner does not obtaiate information about or access
to the user’s personal group. But the user needs an easy wsst tgo and manage his personal
group while satisfying all of these security requirements.

For this purpose UIA builds on the idea dévice introductiori65, 231]. Users build their per-
sonal groups byntroducingthem, typically “in person” over a local-area network; thegdduction
process includes a simple random phrase comparison pnacttdu allows the devices to exchange
cryptographic keys securely while ensuring that the deviiceolved in the procedure are in fact the
ones the user(s) believe to be involved. One the user haslinted more than one device into a
group, UIA uses optimistic replication [105, 133, 243] teekethe user’s personal namespace syn-
chronized among all the devices in the group. UIA personaligs can name not only devices but
other personal groups: thus, if Bob’s personal group hasmeemd i ce referring to Alice’s per-
sonal group, and Alice’s personal group includes a deviceatipda, then Bob can refer to Alice’s
PDA aspda. al i ce.
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Group membership revocation presents a particular clgglenUIA, because there may not be
a clear central point of control, such as a “master devicedroonline service, which can always
uniquely determine the set of members of a group at a paati@gdint in time. If one or more of
Alice’s personal devices are stolen, for example, then gleglsmto revoke the lost devices’ mem-
bership in her group so that the thief will not be able to usesé¢hdevices to authenticate as her
or remotely access her personal information, and so thasBwaimeal i ce will henceforth refer
only to Alice’s remaining devices and not to the stolen ori&st whatever revocation mechanism
Alice may invoke on her remaining devices, the thief coulsbahvoke that mechanism on the
stolen devices (assuming the thief breaks whatever logat/laccount security those devices may
provide), in order to try to steal the identity of Alice’s gno and make Bob’s named i ce refer
to the thief’s stolen devices instead of Alice’s remainimg®. Although a variety of approaches to
this revocation and identity management problem are plessk® prototype UIA design explores a
highly decentralized approach in which all personal devioea group are considered “equals” and
irreconcilable “revocation dispute” must in the worst casaesolved by manual re-introduction.

1.2.4 Centralized Designs for Personal Groups and PersonBllaming

UIA's personal group management mechanism could be sulabasimplified by de-emphasizing
the goal of full decentralization and making devices relimma central service of some kind. Per-
sonal devices could for example connect to a user’s accaulRtioebook [76] or another Web-based
social networking service, and rely on that service to defireeuser’s identity and his namespace
of personal devices and other users. The client-side sadtiea such a mechanism would probably
be substantially simpler than UIA's because it could alwayg on the central Facebook servers to
maintain the “authoritative” state about the user’s idgraind personal names in one central loca-
tion. The issues of conflicting namespace changes and tawoatisputes would disappear since
there would be only one “master” state repository.

As pointed out already in Section 1.1, however, such a desmd require the user to register
with Facebook before his devices can communicate with edodr @t all, it would render the
personal naming system inoperative whenever the centcalféak service is inaccessible, and it
would create security and privacy concerns by forcing usedésclose complete information about
their personal administrative domains to Facebook andremgtse with (legitimate or otherwise)
access to Facebook’s servers. And replacing the risk otedian disputes in UIA's decentralized
design, the centralized design would create the dangeeafgér's Facebook account being hacked
and the user’s entire personal administrative domain beffegtively stolen all at once, leaving
the user powerless to recover or even safely disable hisgitgemtil he can successfully navigate
Facebook’s customer support system and somehow “proveighigul ownership of the account.
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1.3 Routing

The Internet’s original routing architecture was desigasalind the assumption that each Internet
host would be given a uniqu® addresswithin a single global address space [91, 120, 199], and
that every host would be able to communicate with every ota@umber of evolutionary pressures
have since compromised these assumptions, however.

1.3.1 Eroding Any-to-Any Connectivity

Since all Internet hosts are no longer run by trustworthya¢deast accountable) system adminis-
trators, and security systems built into end hosts are éeilyiinadequate, users and organizations
have pervasively deployed firewalls [49,88,108,170] tagubprivate networks from unwanted traf-
fic originating from external sources. While specific firehpallicies vary widely, the most common
default policy which typically applies to all traffic in the absence of dpation-specific rules, is to
deny “unsolicited” incoming connections originating frahe external side of the firewall, while al-
lowing outgoing connections originating from within thevaite network. While this default policy
has the benefit of protecting the internal network from a wialgety of remote packet-level attacks
while allowing typical client/server applications to opgx normally—at least when the client is on
the private network and the server is on the public netwotkpravents users from remotely access-
ing even their own devices (e.g., a work PC) located behiwt aLfirewall, without making special
administrative provisions.

Worse, the gradual depletion of the 32-bit address spadevdf[l120], coupled with the admin-
istrative challenges and costs of allocating and manadfraybnets within the global address space,
have led to pervasive deployment of network address tramsIéNATS) [70, 112, 226, 228], which
create private IP address spaces [110, 196] for corpordterne networks, within which hosts may
be assigned IP addresses independently of the Interndfisidt hierarchical of IP address alloca-
tion scheme [91,197,199]. NATs typically multiplex manyvate IP addresses onto one or a small
number of public IP addresses, using the IP addresses anfUD®Rport numbers of individual
sessions to determine how to translate the addressesfin flafving in both directions across the
NAT. Whereas the “deny unsolicited incoming connectiongé ifor firewalls is an administrative
choice (albeit a particularly common one), for NATs thiserig technically essentialit is a side-
effect of the fact that the NAT simply does not know to whaemtl host it should route incoming
packets unlesslasindingfor the flow was previously established by earlier packetsifig from the
appropriate internal host to the external network.

IP version 6 [62] may eventually eliminate one motivation fAT deployment—namely IP
address space depletion—but it does not eliminate othentives such as the administrative con-
venience of managing private IP address spaces indepgndéopstream Internet providers, and
in the near term it even creates the additional incentive@fiding convenient interoperability be-
tween IPv4 and IPv6 address domains [106, 249]. And firewéllsemain commonplace in the
IPv6 world even if NATs eventually are not.
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1.3.2 Host Mobility and IP Address Instability

Independently of firewalls and NATS, the fact that an increagpercentage of Internet-attached
hosts are smallmobile devices such as laptops and PDAs creates another commliqait ad-
dressed by the Internet’s original design: Internet raupnotocols depend on the structure of IP
addresses [199] for efficient routing [91], which means tRatddresses must be assigned according
to the topological network location at which the device imettied at a given time. Unfortunately
this means that whenever the device moves, its addresseatiaiig DNS record associates a host
name with a particular IP address, that host name will nodomgrk if the host moves to a different
network attachment point and changes its address.

Further, IP address autoconfiguration mechanisms such manily Host Configuration Proto-
col (DHCP) [5,68], intended to simplify the administratiohlP address spaces, make IP addresses
even less stable, in that a host may change IP addresses/hgreirtue of being turned off or
disconnected from the network for some time period everhif#in't physically moved. Since trans-
port and application protocols typically rely on IP addessto define end-to-end communication
endpoints, not only does IP address instability complicktéice naming, but already-established
transport connections and application sessions gendadllyhenever a host's IP address changes
for any reason.

Various partial solutions to these problems have been dpgdl Dynamic DNS [256] enables
a host to change its name record whenever it changes IP addrdmit existing transport sessions
still break at this point, and the host generally remaingaahnable whenever it is behind a firewall
or NAT. Mobile IP [183] gives each mobile host a static “hontl@"address that can tunnel traffic to
the host’s actual, dynamic location: this solution candrag firewalls and NATs, and can preserve
transport sessions across location changes. Mobile IBaph has several downsides, however:
setting up the host’s “home” IP address and the tunnelingcéetion requires considerable manual
setup, permanently stable IP addresses to act as these™lawmatons are increasingly scarce and
costly, the tunneling indirection adds communicationrdateto all traffic and increases load on the
host's home network whenever the device is roaming, anddkei$iunreachable from anywhere if
its home network or tunneling server become unavailablez Hbst Identity Protocol (HIP) [163]
and shim6 [218] address mobility by introducing a layer lewthe network and transport layers
that translates between the network layer's hierarclyicgtiuctured, location-dependelatcators
and flat, location-independehbst identitiesbut neither HIP or shim6 have defined general mech-
anisms to resolve and route on these location-independentities.

1.3.3 UIA Routing

The Unmanaged Internet Architecture providesoamrlay routing layerthat operates on top of

the Internet's existing routing layer to provide robust ipieepeer connectivity between personal
devices even when those devices are mobile and/or behimghfiscor NATSs, as illustrated in Fig-

ure 1-4. UIA's routing layer generalizes HIP’s notion of débon-independeniost identitiesinto
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Figure 1-4: Global connectivity challenges for the UIA dagrrouting layer

a notion of location-independeendpoint identitiegEIDs) that can refer not only to hosts but to
individual users or user accounts on a particular host, sb eser of a shared host can have a sep-
arate EID with independent application endpoint and sermi@mespaces. The UIA routing layer
furthermore includes a self-organizing distributed pcotallowing cooperating hosts to search for
and connect with arbitrary EIDs on demand, even when thett&ip is on a mobile and/or NATted
host.

There are many possible approaches to designing a specifinggrotocol to serve as UIAs
overlay routing layer, and the best approach is not yet dieee the design space is large and in-
volves a wide variety of pragmatic constraints and tradedfi/e therefore explore three different
approaches to UIA routing: a simple but easily deployedinguprotocol optimized for the “com-
mon case” of communication within a social network; and twaregeneral routing schemes, based
on distributed hash tables and compact routing theoryemisely.

Social Routing

UIA's social routing protocol leverages the user’s social network, as definechéyUiA naming
layer, to optimize for the common case in which the user conioatles most frequently with
friends and colleagues. Each UIA host tracks and regulangrounicates with some number of
other hosts in order to maintain the overlay routing strgtand prioritizes tracked hosts based on
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social proximity orfriendship distanceso that peer-to-peer connections to primary communigatio
partners will succeed as quickly and reliably as possibkevekaging the user’s social network in

this way also takes advantage of the implicit trust and itieerstructure provided by the social net-

work: users are more likely to want to permit their hosts tweas rendezvous points or forwarding

intermediaries for their trusted friends than for randorarggers.

In the basic, currently deployed version of the UIA routimgtpcol, a host finds a given target
EID by token-limited flooding The search initiator first allocates some numbetoéensto the
search, which constrains the total amount of network badithwin terms of number of messages)
that can be consumed by the search, and divides these tokeasang the immediate friends
(social neighbors) it can contact. The initiator forwardsearch request to each of these friends
with an indicator of the appropriate token count; each oféhfiends responds directly if has
information about the current location of the target Ellhestvise it further subdivides the tokens
it received amongs friends and re-broadcasts the request to those friendsaad. The original
initiator uses a small token count for the first iteration o search, but increases the token count
for subsequent search attempts if earlier attempts failisThuccessful searches for EIDs close to
the initiator in the social graph tend to complete very glyicnd inexpensively, while searches for
EIDs farther away are more expensive but still have a chahceropleting.

Identity Hash Routing

A second overlay routing scheme for Ulfdentity hash routingbuilds on distributed hash table
(DHT) concepts [146, 148,156, 194,209, 234,271]. Each msés its pseudorandom EID to deter-
mine its logical position within a distributed structuradaregisters itself with other nodes having
high identifier affinitywith its own EID (i.e., some number of bits of common identifieefix), so
that searches for a given EID can be guaranteed to succeecdomegt, fully-functioningn-node
network after contacting at moét(log n) identifier lookup stages.

While classic DHTs only provide a scalabi@mkupservice and assume the underlying network
provides full any-to-any connectivity, UIA's scalable tmg protocol makes the more pragmatic
assumption that some pairs of nodes can communicate gingatllP routing and others cannot,
or require NAT traversal techniques [30, 82, 99, 100] inimjvan intermediary rendezvous node
in order to do so. To handle such asymmetries in connectidtp's scalable routing protocol
allows DHT routing table entries to contain not just “difepbinters (i.e., IP addresses) but also
indirect pointers representing either “flat” source routewidual links that build hierarchically on
combinations of other routing table entries.

Compact Routing

The third overlay routing scheme explored here is based aanteéheoretical results in the area of
compact routing2, 15, 56, 245]: schemes that use routing tables provatidiirsar in the number

of nodes, while provably maintaining a bound stretch or the inefficiency of chosen paths with
respect to a nhon-compact shortest-path scheme. Compdig@achemes present a promising
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basis for UIA routing because of their formal scalabilitydastretch properties, and because they
work between arbitrary nodes on arbitrary topologies. Unfmately, these formal schemes have
so far been developed only as centralizddorithmsto compute a set of routing tables from a
network graph description; converting these algorithns practical distributegbrotocolsremains

to be done. Also, compactness and stretch—the propertiggnoary focus in the compact routing
literature—are only two of the many properties of a routinbgesne that are important in a practical
system; other properties, such as congestion caused bgutes selection mechanism, robustness
to failure, and the messaging cost of maintaining routifidets, have been largely ignored so far.

We therefore explore techniques and challenges for cangeone particular compact routing
scheme—Thorup and Zwick’s variablelevel scheme [245]—into an overlay routing protocol for
UIA. One major issue with this Thorup/Zwick scheme is a terayeto “focus” global traffic through
a few central, randomly chosen “landmark” nodes, which a&ate congestion bottlenecks: we
explore ways to modify the routing scheme to mitigate thigléoeck effect while preserving the
scheme’s formal compactness and stretch bounds. To betersiand the scheme’s viability for
use in large-scale UIA overlay networks, we also examinastheme’s behavior in terms of stretch,
congestion, and robustness to failure, on a variety of gitedl network topologies up to 192,000
nodes in size.

1.3.4 Centralized Alternatives to Overlay Routing

As with the naming layer, reliance on centralized servieggasents a seductively simple but po-
tentially problematic alternative design for overlay lingt Personal devices could simply connect
to a cluster of well-known rendezvous and forwarding sermyerated by the device or software
vendor, keeping a communication session open with at leastsach server to receive notifica-
tions of incoming connection attempts even when the degibelind a restrictive NAT or firewall,
and forward traffic through the central server wheneverctljpeer-to-peer connection attempts fail.
Indeed, such a centralized routing/rendezvous servigeder-to-peer communication between per-
sonal devices is the basis of Apple’s MobileMe [13] and Msoft's Live Mesh [160] services.

While the reliance of centralized services such as thesddwndeed simplify the client-side
part of UIAs routing layer, doing so would bring the usualeadant issues pointed out in Sec-
tion 1.1. First, the user would have to register with the @drdervice before his devices could
communicate at all. Second, devices would be unable to conuaie with each other when dis-
connected from the Internet, or while part of a temporarigcdnnected fragment of the Internet
such as a disaster zone. Third, since all the user’s perdemales would have to maintain constant
connectivity with the central service in order to maintalob@l reachability, the central service
would always have to “know” the user’s location (or at leastiwork attachment point) at any given
moment, which may be a significant privacy concern for higsuise
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1.4 Transport

Once devices have been given usable names and a mechanisifabla to find and establish con-
tact with named hosts, applications still need a convemigtto exchange both control information
and application data between those hosts, in some fashfmomate to the specific application.
In the early days of the Internet, the most common applinatiwere remote text-oriented terminal
access via protocols like Telnet [186], Rlogin [128], anérgually the Secure Shell [264—267];
text-oriented messaging systems such as E-mail [58,185206] and USENET [77,114,175]; and
bulk data transfer protocols such as FTP [113,187]. For widkiese applications, the reliable byte
stream abstraction provided by TCP [6, 242] generally pilayeite suitable, and for applications
like DNS name resolution [162] that needed a lighter-wetgdmisport, UDP [185] was available as
an alternative.

1.4.1 The Demands of Modern Interactive Applications

The evolution of modern personal Internet devices has glawany new demands on applica-
tion protocols, however, with which existing Internet tspnrt protocols have not adequately kept
up. In particular, modern applications are frequently moubre delay-sensitive than traditional
text-oriented or bulk transfer applications. In multimedireaming applications [214, 215], unex-
pected delay translates to user-visible glitches, qudlgradation, or temporary interruptions in
audio/video service. Interactive applications such as lrelwsing and remote file system access
rely on transaction-oriented protocols such as HTTP [78] MRS [217], in which the delay of a
transaction’s completion is often easily perceptible ® tiser as an annoying “freeze” in the sys-
tem’s normal operation. Wireless broadband technologiemareasingly used for Internet connec-
tivity and not just voice communication [41], but the higkelacy and/or lossiness of these networks
exacerbate the challenges faced by modern delay-seregipleations [7,17,21,23,179,263]. Fur-
thermore, modern interactive applications frequentlydneeperform many independent transac-
tions concurrently, such as downloading the many indiMighictures and other embedded objects
on a web page; the common practice of multiplexing these rfrangactions onto one TCP stream,
as done in HTTP [78], IMAP [58], or iSCSI [212], for exampla@uses a delay in processing one
transaction to block all the other transactions queued hjnbét in the stream [51, 213, 262], un-
necessarily turning a minor freeze in one transaction imtmeh more obvious and annoying freeze
affecting many transactions or the whole application.

TCP has seen numerous extensions over the years to impsgeerformance in various ways,
such as large windows and timestamps [122], rapid conmecdnewal for transactions [36], se-
lective acknowledgment [154], and duplicate acknowledgnjig3, 79], but these partial solutions
do not solve the fundamental limitation of TCP’s byte-stnegbstraction: that it unnecessarily im-
poses a total order on all communication even when indivithaasactions or “application-layer
frames” [51] are naturally order-independent.
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Other transports, such as UDP [185], RDP [177,178, 255], B5{ZB2, 233], UDP-Lite [142],
and DCCP [136, 137], forsake the convenience, generalitgt, @mnceptual simplicity of TCP’s
stream abstraction for a transport abstraction based dtedirsizedatagrams All of these trans-
ports force the application into building atop a differentlanore restrictive abstraction, in which
the application is responsible for breaking up all its ledjitansactions or application-layer frames
into reasonably small (datagram-size) units, and (in tlse cd UDP-Lite and DCCP) for handling
any necessary reliability provisions. While SCTP can hamdultiple concurrent “streams,” these
are streams adatagramgather than streams of bytes, and SCTP uses datagrams asits anits
for reordering and traffic scheduling purposes: thus, if pplieation transmits a datagram that
is too large, the transmission of that datagram will “blo¢k& entire SCTP connection until its
entire content is completely transmitted and acknowledbetbre datagrams from other (perhaps
higher-priority) streams may be sent on the connection.

1.4.2 Structured Streams in UIA

UIA takes a different approach to supporting the moderniegtibns prevalent on today’s personal
devices. Instead of forsaking or drastically changing B1B/te stream abstraction, UlAsruc-
tured stream transpor(SST) merely attempts to make classic byte streams eadilyeficiently
usable at finer (but completely application-defined) grarityl Thus, SST enables transaction-
oriented interactive applications like HTTP, IMAP, and NeSreate a brand-new byte stream for
every transactionSimilarly, a media streaming application using SST caog@kach media frame
in a separatephemeral streamSince SST preserves TCP’s byte stream semantics, eachsef th
streams provides strict data orderiwithin a transaction or frame, while allowing transactions or
frames to be of any size ranging from a few bytes to long-mumtiulk transfers of megabytes or
gigabytes of data. Since each transaction or frame is inaapstream, however, different trans-
actions or frames are ordered and delivered fully indepethdef each other: thus, a temporary
delay in one transaction (caused for example by a servergsiocessing delay or a packet loss in
the network) need not prevent other ongoing transactiam frompleting promptly.

To make it easy for applications to create and manage the ipamriransaction or per-frame
streams they will require in order to take advantage of thisiral transaction/frame independence,
SST augments the traditional stream API with a “fork” opemtwhich allows the application to
create a new stream from an existing stream at any time. A trears created this way is consid-
ered a “child” of the existing stream, and child streams daawlise be forked, giving SST streams
a hereditary structure-hence the name “structured streams.” A child stream is sgoadly inde-
pendent from its parent, in that its data transmission igdered with respect to data in its parent
stream, and child streams can even outlive their parerdrase Nevertheless, SST maintains this
hereditary relationship during the process of initiatingesv stream, so that the host accepting the
new stream has a suitable context (namely the parent stigamhjch to interpret the meaning and
purpose of the new child stream. Structured streams malergeiout-of-band” communication
very simple, for example: if two hosts are in the process arigferring data related to one trans-
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Figure 1-5: Example structured stream hierarchy in SST

action, such as a long HTTP download, they can fork the st@mvhich that long transaction is
occurring in order to communicate out-of-band messagesimglto that transaction, such as status
updates, priority changes, or graceful cancellations.ureid.-5 illustrates an example structured
stream hierarchy that an application such as a web browsght tieate.

The SST protocol is itself broken into two layersclaannel layerthat provides transport ser-
vices that are shareable among many application strearis,asusequencing, acknowledgments,
congestion control, authentication, and encryption; astream layerthat implements the struc-
tured stream abstraction itself atop the channel layerdcas. The channel layer's sequencing and
acknowledgment services enable the the stream layer ttecad destroy streams with very little
per-stream state or on-the-wire overhead, avoiding TCR&B handshake delay on stream cre-
ation and its four-minute TIME-WAIT state retention periafer stream close, for example. SST's
stream protocol also subsumes the functionality of datagwvdented transports such as UDP [185],
RDP [177,178], and DCCP [136,137] by providing applicasitime ability to send smadiphemeral
streamsefficiently with optional “fire-and-forget” (unreliable)etivery semantics.
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Figure 1-6: Implicit NAT traversal via “hole punching”

1.5 NAT Traversal

Personal mobile devices are often be located behind cdgorahome NATs and firewalls, and
although the UIA overlay routing layer inherently suppartsnmunication between such devices
by forwarding traffic through some intermediate node on thblip network, this UlA-level for-
warding has costs in terms of both network delay and load esetintermediate nodes. The costs
of UlA-level forwarding can sometimes be avoided throdRT traversalktechniques, in which an
intermediate node helps to establish a direct IP-layer patveen two nodes that may both be lo-
cated behind NATs. Since NAT traversal is useful both as dimigation within the UIA overlay
routing layer, and to standalone non-UlA-based Internptiegitions, we explore the design space,
behavior, and reliability of NAT traversal independentiyagoarticular routing protocol.

NAT traversal can be implemented using eitk&plicit or implicit communication with NATs
and firewalls on the path. Protocols supporting explicit NAdversal, such as UPnP [253] and
NAT-PMP [48], provide the greatest flexibility and contrbljt are supported only on some NATs
and generally do not address increasingly-common scenanmlving multiple levels of NAT.
We therefore focus on implicit NAT traversal techniquesparticular a technique known &®le
punching With hole punching, illustrated in Figure 1-6, two “cliérdevices both behind NATs
or firewalls can collaborate using a pubtiendezvous servesn the Internet to open (“punch”) a
pair of forwarding sessions (“holes”) by sending outgoiraffic through their respective NATSs, to
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form an efficient peer-to-peer data path that thereaftarires no further traffic forwarding or other
assistance from the rendezvous server.

Hole punching for UDP-based applications has been infdynkalown and in use for a while,
but hole punching for TCP connections is more challengingj lass well-understood, and scant
prior analysis or experimental research has been done ogetherality and robustness of hole
punching in the context of either transport. This thesiemafits to address this knowledge gap by
laying out hole punching techniques that are robust andesitias long as NATs in the path satisfy
certain common and generally reasonable requirements¢@gring and identifying solutions for
the problem of NAT traversal over multiple levels of NAT, ahy experimentally evaluating the
applicability of these techniques to the NATs commonly fdtim the wild” on the Internet.

1.6 Prototyping UIA

Like any general systems architecture, there are manyhgessays to implement UIA, different
approaches necessarily offering different tradeoffs. @aréicularly important practical tradeoff for
our purposes is driven by the goal of incremental deploymiemtv can we make UIA useful with
as few changes to existing system and application compsm@anpossible, and should we prefer
changes to the operating system or to applications?

UIA could be implemented as part of the operating systemgkample, which might facili-
tate deployment by making it immediately usable by existingmodified applications running on
that operating system. Such a UIA implementation may bettigtlat particular operating system,
however, limiting its portability to other operating systg, and the requirement of installing priv-
ileged operating system extensions can be a pragmatiaelatéo use by more casual (or merely
unprivileged) users. Alternatively, UIA might be implented as part of specific applications that
wish to use UIA's communication facilities, in which case tlA implementation need not re-
quire special privileges or any explicit installation ssmparate from that of the application itself,
making it easily deployable by casual users. Such an impitatien may unfortunately become
application-specific and functionally isolated from siani(or even identical) instances of UIA in
use by other applications running on the same system, howeve

Since there is no clear “best” implementation strategy, xygage a combination of strategies in
several working prototypes that demonstrate various etesyad UIA both together and separately,
and provide an experimental base on which to develop thetectire further. We use a system-
level approach to implementing the personal naming andakoaiiting protocols, allowing both
new and legacy applications to benefit from UIA's personahing and overlay routing facilities.
We use simulation frameworks to explore identity hash raudnd compact routing. Finally, since
the transport layer is more closely tied to the applicatimntthe naming and routing layers are, we
use an application link library approach to prototype Ulgtaictured stream transport.
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1.6.1 System-level Naming and Routing Prototype

The main UIA prototype is designed to be installed on exjsiiperating systems as a new set
of system-level services implementing the UIA architegtur a modular fashion. This modular
prototype includes a basic social routing layer written #+J237], a personal naming layer written
in Python [189], a graphical user interface (GUI) writtenGr+ using the Qt toolkit [248] for
managing personal groups and personal names, and systemma provide compatibility with
unmodified legacy applications. All components of the psgie are designed to run in user space
for relatively easy portability to multiple platforms: tipeototype currently runs in Linux, Mac OS
X, and FreeBSD. The primary advantage of this system-legsigt is that it allows unmodified
legacy applications to use UIA, resolve UIA personal naragd,communicate within and between
personal groups. The main disadvantage of this systenhdgyeoach is that deployment requires
a somewhat invasive installation of a set of privileged daesn

1.6.2 Routing Simulation Frameworks

To provide a basis for developing and analyzing more geramillay routing protocols for UIA,
we develop a set of simulation frameworks in C++ and Pythoarortler to provide insight on the
behavior of a routing scheme when scaled to networks cantplarge numbers of interconnected
UIA nodes, these simulation frameworks are designed tomtigpnulation of a very large number
of nodes on one physical machine: the C++ framework has heean simulated topologies up to
192,000 nodes, for example. The downside of this streanhlapproach to routing simulation is
detail and hence, possibly, fidelity: our simulators do motiate all aspects of the routing protocols
or of realistic network environments, leaving uncertaaput the extent to which these simulations
may be relied upon to predict real-world behavior. More aatu(but perhaps necessarily smaller-
scale) simulations and real-world deployments of the mereegal routing schemes developed here
remain for future work.

1.6.3 Library-based Structured Stream Transport Prototype

The working prototype of UIAs structured stream transp@8ET) is not yet integrated into the
system-level UIA system, but instead operates as a Qt-bémwady intended to be linked directly

into applications. This library implementation can be édkinto (and distributed with) applications
for existing unmodified operating systems, making it imraggly and incrementally deployable on
a per-application basis. The library provides an API simitatraditional sockets APIs, but uses
names that do not conflict with the system’s, and does notinee@ny special (e.g., administrator-
level) privileges in order to operate.

Although the SST prototype is not yet integrated into thdgigpe of UIA's naming and routing
layers, they can still be used together, since an SST-bagsidation will appear to the underlying
OS as a UDP application, and an OS with the UIA naming andnmguirototype installed will be
able to forward that “UDP” traffic transparently to the applion within the user’s UIA personal
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group and social network using UIA personal names. Thisemgintation is far from ideal, how-
ever, since the naming and routing prototype’s current 685h over TCP for authentication and
communication security defeats many of the responsiveaggsntages that SST could otherwise
provide by forcing a total order on all UIA traffic between aeayi pair of hosts. Integrating SST
properly into the main UIA prototype, so that the UIA routilyer uses SST instead of SSL/TCP
for its transparent tunneling and forwarding functionsnains for future work.

1.7 Contributions

UIA's primary architectural contribution is eross-layer redesign of basic network abstractions
and protocols around the requirements of modern personal déces Since personal devices
have become mainstream commaodities in the emerging wonldbigliitous computing, nontechni-
cal users now frequently own several devices, and theseatenieed to work together to “manage
themselves,” operating efficiently under a wide variety efwork conditions and application re-
quirements without constant help from administrative arities or technical experts. Although
many networking abstractions throughout the entire Irtiepmotocol suite will ultimately need to
be reconsidered around these new usability requiremeistades a few steps in this direction by
identifying and developing new naming, routing, and tramspbstractions that are more suited to
modern personal devices than the traditional, “managesirattions the Internet evolved with.

UIA demonstrates that rethinking network abstraction®searchitectural boundaries in this
way makes it possible to address problems that are impedsitsdolve by tweaking a single layer
alone. UIAs personal names depend on the personal groupaetisn to provide a scope within
which to interpret these names, and depend on the overldingolayer to provide devices with
location-independent identities that can be securelyesntiibated to a named device regardless of
how or where on the network the device is attached. UlAgithisted personal group management
system in turn depends on the overlay routing layer to erdaléees to keep their personal groups
synchronized regardless of how or where they are connetiédls transport layer similarly de-
pends on the overlay routing layer to support peer-to-peameunication directly between mobile
devices on public or private networks. UIAs overlay rogtilayer in turn can make use of social
network information provided by the personal name and peisgroup management system in
order to increase its efficiency, security, and reliahilapnd can leverage advanced NAT traversal
techniques to minimize unnecessary forwarding of traffiodlyh the overlay.

Within each of the main functional areas it addresses, UlKkewadditional technical contribu-
tions as summarized below.

1.7.1 Naming

UlA's primary naming contributions are its personal name parsonal group abstractions:
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e Personal groupsprovide users with a simple, intuitive model for adminisigra collection
of devices they own and operate, based on pairwise devigminttion and automatic syn-
chronization of group management state across devices.

e Personal namesgprovide a more concise and convenient alternative to toandit global DNS
names for purposes of naming devices or other users fronirvttie scope of a user’'s own
administrative domain.

In addition to the basic networking abstractions above, bil#kes the following technical con-
tributions in its design for a prototype protocol suite ieplenting personal groups and personal
names:

e UIA introduces aralways-available namespace consistency modethich ensures that a
user’s personal namespace is always accessible and miialany device regardless of
the device’s connectivity, but that namespace changeyalprapagate automatically among
devices whenever connectivity permits.

e UIA introduces adecentralized device ownership and revocation algorithmallowing a
user to remove a device from his group, either gracefullyoocdfully, providing assurance
that lost or stolen devices cannot be misused to gain uniatedaccess to the user’s personal

group.

1.7.2 Routing

UIA's primary routing contribution isa development and analysis of several approaches to scal-
able overlay routing among devices with self-configuring,dcation-independent identities In
particular, UIA introduces:

e A routing scheme that leverages the user’s social networko provide secure, robust con-
nectivity among devices in a user’s personal group and koeighborhood with minimal
protocol complexity or maintenance overhead.

e A routing scheme that leverages distributed hash table (DHT concepts to build a more
general routing and traffic forwarding mechanism directitap of UIA's flat endpoint iden-
tifier (EID) space.

e Arouting scheme that builds on compact routing theory which provides provable bounds
on routing table size and stretch, but also addresses dmmyefault tolerance, and other
practical issues ignored in the theoretical groundwork.

In support of this exploration of specific overlay routinghemes, UIA introduceshe first
detailed exposition and experimental analysis of practidaNAT traversal techniques. The ex-
position analyzes the previously unaddressed problemmraeérsal of multiple levels of NAT, and
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identifies a crucial behavioral property for NATs, dubbeadrpin translation , which enables au-
tomatic and transparent multi-level NAT traversal. UlAigperimental analysis of NAT traversal
techniques includes data covering a wide variety of NATdalggl in the field, examining NAT
behavioral properties required for both single-level andtirbevel NAT traversal via both UDP and
TCP.

1.7.3 Transport

UIA's primary contribution to the Internet’s transport &yis thestructured stream abstraction,

a novel extension to TCP’s traditional byte-stream abstmadhat enables modern interactive ap-
plications to create and manage many concurrent strearitg basforking” new streams from
existing ones. To demonstrate that this transport abiiracan be implemented efficiently, UIA
introducesstructured stream transport (SST), a prototype transport protocol based on structured
streams. The SST protocol design makes two additional ieaheontributions:

e SST introduces division of the transport layer into two sublayers, where the “bottom
half” or channel layelimplements network-oriented services such as sequenaikmowl-
edgments, congestion control, and security, and the “tdfj ba stream layerimplements
application-oriented services such as logical byte steeamal receiver-directed flow control.

e SST's stream sublayer introduceslaagram optimization that provides either reliable or
unreliable transmission of datagrams as “ephemeral sg@amoviding the efficiency bene-
fits of datagram transports without the attendant datagizedimitations or other restrictions.

1.8 Limitations

While UIA explores some promising approaches to rethinkimgnternet architecture around the
requirements of personal devices, in terms of a “grand isoltto the Internet’s current difficulties
with personal devices, UIA is still incomplete in many wayseeessarily so due to the breadth of
the topic and the design space. UIA's naming system explomesparticular design for personal
groups and personal names, using a particular introductienhanism for building groups and
a particular revocation mechanism for pruning them, bus ieasy to envision other alternative
naming designs that might be more user friendly or effedtiviome usage scenarios (and perhaps
less so in others). The three routing schemes exploredsihbsis cover some breadth in in design
space but do not yet yield a single obvious “winner"—the dgptl social routing scheme is simple
and efficient in most cases but cannot support all types ofications effectively, whereas the
other two schemes have only been evaluated under simukatibiave known practical issues that
might deter full implementation and large-scape deploymé&hA's structured stream transport is
similarly promising for what it does, but there are many waysiesign could be evolved further,
such as by supporting multihoming as SCTP [233] already.déieslly, there may be are a variety
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of potential technical, economic, and political barrierstte widespread adoption of an architecture
like UIA. Chapter 9 will describe these limitations and putal barriers to adoption in more detail.

1.9 Thesis Organization

In terms of overall organization, this thesis first develapd explores each of the main functional
areas in the network stack that UIA addresses—naming,nguénd transport—fairly indepen-
dently of each other in Chapters 2—4, then after a brief digarinto NAT traversal techniques in
support of UIA's routing functionality, each of the remaigichapters addresses all of the functional
areas together to take a broader perspective in evalusiirgrthitecture. A quick summary of each
chapter follows:

e Chapter 2 introduces UIAs personal group management and namingdjgama and de-
scribes protocols and algorithms to implement that namindeh

e Chapter 3 addresses the challenge of overlay routing among UlAstiocdandependent
endpoint identifiers, exploring three specific schemesiasogouting (Section 3.2), identity
hash routing (Section 3.3), and compact routing (Sectidh 3.

e Chapter 4 describes UIAs structured stream transport abstracton, presents a protocol
design representing one approach to implementing thispinhabstraction efficiently.

e Chapter 5 describes NAT traversal background, hole punching teclesigor UDP (Sec-
tion 5.2) and TCP (Section 5.3), and delineates the reqeintgsnNATs and firewalls must
satisfy in order to support these techniques (Section 5.4).

e Chapter 6 describes the current prototype implementations of Ul&sspnal naming (Sec-
tion 6.1), averlay routing (Section 6.2), and structureda transport (Section 6.3).

e Chapter 7 evaluates UIA experimentally based on both real-world usksamulation, and
informally through pragmatic experience with its persamaining model.

e Chapter 8 describes in detail the relationship of UIA to other priorro

e Chapter 9 finally concludes the thesis, discussing limitations angipial barriers to adop-
tion, and avenues for future work.

39



40



Chapter 2

Naming

As network-enabled mobile devices such as laptops, smartgs) media players, personal digital
assistants, gaming consoles, and digital cameras becadoétabs in the lives of ordinary people,
the proliferation of these devices makes it increasinglparnant for users to have a convenient
way to nameand connect them over the Internet, while preserving usarsurity and privacy.
This chapter details UIA's naming layer, which provides anivay infrastructure enabling users
to connect and communicate conveniently among mobile patstevices. We first explore the
motivation and goals of UIA's naming system in Section 2lient examine UIA naming from the
(nontechnical) user’s perspective in Section 2.2, andljirddlve into the technical details of the
naming system in Section 2.3.

2.1 Motivation and Purpose of UIA Naming

The Internet's current naming infrastructure has evolwebd well-suited talient/servercommu-
nication—e.g., a user connecting to an online service likedle or Amazon.com. Networked per-
sonal devices also requipeer-to-peercommunication, however, in order to be maximally useful.
While on a trip, for example, a user in a cyber cafe may wistofyyghotos from his WiFi-enabled
camerato his PC at home for storage and backup. Two users eima park or other off-Internet
location may wish to connect their WiFi devices to exchangetgs or other information, and later
re-establish a connection between the same devices ovirténeet after returning to their homes.
A Voice-over-IP user would like his WiMax phone to be easiachable by his friends wherever
he and they are located, but not to be reachable by unknoemaeketers.

2.1.1 Global Names and Their Limitations

Convenient global communication over the Internet, howeserently requires the target device to
have aglobal namein the Internet's Domain Name System (DNS) [161, 162]. Useust register

with central naming authorities to obtain these global ranaad since DNS names are global in
scope, users can only obtain hames that are not already bgkeomeone else. Ever since the
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Internet’s commercialization and £t omboom,” short, convenient, memorable global names have
become ever more difficult and more expensive to obtain.

Furthermore, for a DNS name to work, the nhamed host must hatabde IP address [120],
and the user must understand how to obtain and assign thdtiBss, or at least know it, in order
to enter it into the DNS record for the named host. Protocoth sas Dynamic DNS [256], Mo-
bile IP [183], and Virtual Private Networks [95] can provid@&ys of naming hosts with no stable
IP address, but the additional configuration effort andnaxzt expertise they require makes them
deployable in practice only by organizations with dedidatetwork administration staff. User
interface refinements alone cannot overcome this deployroadblock, because the protocols de-
pend on centralized resources—global domain names arei gtablic “home” IP addresses—that
are not part of most consumer-oriented Internet servickgggs. Ordinary users require a solution
that “just works.”

2.1.2 An Alternative Model: “Virtual USB Cables”

In contrast with the operation of the global name systemreti®e one implicit “naming system”
we can take inspiration from that is both straightforward #ivially secure: plugging two devices
together via a USB cable. The cable itself physically intisavhich devices should participate in
the transfer (th@amingaspect), and the isolated physical medium guaranteesdhaher devices
can eavesdrop or interfere with the communication §heurityaspect). As personal devices begin
to support wireless networking and Internet connectivitg, would like to extend the simplicity
and security of a USB cable to device connectivity on a glagale. We would like to develop
a naming model in which Alice can connect her WiFi-enableati®b her home PC via a “virtual
USB cable,” so that she can browse photos or play music stbexd from a WiFi-enabled coffee
shop or friend’s house. Setting up this “virtual cable” slomot require technical knowledge or
special configuration on Alice’s part, it should not requilce to obtain any form of scarce global
resources from any central organization, and it shouldicoatworking even when the devices it
connects are behind firewalls or NATSs.

Extending the “virtual USB cable” model to inter-user conmiwation, if Alice meets Bob in a
coffee shop, she should easily be able to share with himrimdtion or services located on any of
her personal devices simply by “plugging” their two devitagether. Bob should be able to connect
to Alice’s devices even after he leaves the coffee shopl, sltichooses to sever their relationship—
i.e., the virtual USB cable should be able to “stretch” iidig across arbitrary distances. No one
else should be able to impersonate Bob, however, in ordezitoegcess to Alice’s shared resources.

2.1.3 UIA Personal Names and Personal Groups

The Unmanaged Internet Architecture uses the above “Vitd&8 cable” analogy to build a peer-
to-peer connectivity architecture that gives nontechnisars a simple and intuitive way to connect
their mobile personal devices, via convenipersonal namesrganized intgpersonal groups A
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personal grougrepresents an administrative cluster of devices all owmeaxbotrolled by the same
user—but all devices need not be in the same location. A paflstame is a name for a device,
user, or other object thatiscally scopedo a particular personal group: thus, a personal name only
needs to be unique within the context of a given personalmfadministrative domain), and not
within a global namespace like DNS that is potentially stidrg everyone in the world.

The way a user defines and builds a personal group in UIA is argbration of the “virtual
cable” analogy. Byintroducing devices to each other “in person,” on a local-area network fo
example [65, 231]—a process analogous to “plugging in” dechbtween the two devices—a user
canmergeUIA devices to form a personal group. Unlike the ephemeraigsgused in rendezvous
schemes such as Apple Bonjour [11], UIA devices once inteduvork together to offer secure
remote access to any device in the group from any other, ésemie or all the devices move to other
network attachment points. The devices forming the grogseqmt the user with a shared personal
namespace, which they optimistically replicate [105, 23] to ensure constant availability on
each device whether on or off the Internet. The devices possinespace changes as connectivity
permits [63], and can propagate updates via mobile devaeid by the user [176].

Since UIA interprets personal names relative to personalig, users can assign concise,
meaningful names like pod instead of long globally unique names likpod. al i cesnb186.
nyi sp. com In this way UIA conforms to the intuitive model with whichers already manage
their cell phones’ address books. Users normally createopat names by introducing devices lo-
cally on a common WiFi network, for example, but they can atdamoduce devices remotely by
“bootstrapping” from DNS or another global hame systemt ieast one device to be introduced
has a global name. Since UIA names persist and remain sgdoehd to their targets as devices
migrate, once Alice introduces her iPod to her home PC, et @an continue accessing her PC by
the same name from anywhere she finds Internet access.

Personal names are intended to supplement and not replaloal @INS names: users can re-
fer to personal names likghone alongside global names likeseni x. or g in the same appli-
cations. Global names are the right naming abstraction pgoesent global “brand names” like
amazon. com for which the basic idea is that the owner of the global nahwukl be able to ad-
vertise it on billboards, on TV, etc., and expect people talde to remember the global name and
type it into any web browser in the world to reach the namedhless or organization. So personal
names and global names serve different and complementkay. rim the long term the Internet
needs both.

2.1.4 Cryptographically Secure Naming

Once created, UIA personal names remain persistently btmtitkir targets as devices move, via
self-certifying cryptographic identities [157, 163, 2QBjt are fully self-configuring and hidden
from the user. Besides ensuring that a given personal naweaysilsecurely refers to the same
device, these cryptographic identities permit applicetiand services running on the user’s personal
devices to authenticate other users wishing to accessdshdoemation. For example, Alice can
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instruct a desktop application to allow remote access thbere PC from any device in her personal
group, but not from other devices, effectively placing atwal firewall” around her personal group
that corresponds to hadministrative domaimather than to any physical network topology.

In contrast with SDSI [203] and PKI-based secure naming118], UIA does not use public
keys to represent a user’s identity or require the user tovkatmout and manage his keys directly
across the multiple personal devices he may own. Each Ulfcdénstead maintains its own per-
device keys automatically,

2.1.5 Social Networking via Personal Names

Different users can introduce their devices to hame othersuand link their respective personal
groups. Bob can refer to his friend Alice Aki ce, and if Alice calls her VoIP phonphone then
Bob can call Alice’s phone using the naphone. Al i ce. In this way, UIA adapts peer-to-peer
social networking ideas previously explored for other pses [60, 145, 153, 184, 188] to form a
user-friendly peer-to-peer naming infrastructure. Ulplieates a user’s personal namespace across
all devices in the group to ensure constant availability achedevice regardless of connectivity,
implementing a relaxed consistency model reminiscent gbBd243], but without dependencies
on centralized resources such as Bayou's primary commieserUsers can also create and collect
names into ad hoshared groupso reflect common interests or informal organizations.

The UIA naming system makes the following primary contribag, expanding on previously
proposed ideas [85]. First, UIA introduces a simple anditint1 model for connecting mobile
devices intgpersonal groupsproviding ad hoc user identities, personal names, andas&emote
access, without requiring the user to manage keys or catdfcexplicitly. Second, UIA presents
a novel gossip and replication protocol to manage the naraimygroup state required by this
user model, adapting optimistic replication principlegviously developed for file systems and
databases.

2.1.6 Goals of UIA Naming

The purpose of UIA naming is to provide users with a converaeid intuitive way to communicate
among their own and their friends’ personal devices. To émd, we can briefly summarize the
primary goals of UIA's naming system as follows:

e Names must baser-relative so as not to require global uniqueness. If Alice owns only on
laptop and has only one friend named Bob, she should be alskfedoto them simply as
| apt op andBob, despite the millions of other laptops and people named Babd world.

e Names must havetrong bindingsto the identities of the objects named, independent of
their current physical location or network attachment poilvhen Alice refers to her name
| apt op, the name should always resolvetter laptop or fail to resolve; no other device
should be able to impersonate it.
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Figure 2-1: Bob and Alice introduce their devices

e Assigning names must besample and intuitivgorocess. If Alice meets Bob at a conference
and their laptops share a common WiFi network, assigningreeria Bob should be as simple
as looking him up in a local network browser and clicking foduce”.

e A user should only have to managae namespacdf Alice already owns several devices,
she should only have to name a newly purchased device ortshanld not have to re-enter
or manually copy the new name onto each of her existing dgvice

e A user’s personal namespace should be constavidilable remaining accessible on any
of the user’s devices even while that device is disconneftted the others and/or from the
Internet.

e Users should be able suthenticateeach other andelectively sharinformation and device
services by referring to each others’ personal namesp#icAice gives Bob permission to
access some files on her desktop PC, he should have accesmtwitha name as simple as
PC. Ali ce.

e Finally, UIA personal names shoulbexist cleanlywith DNS, allowing users to refer to
personal names likeapt op alongside global names likeerazon. comseamlessly within
the same application.

2.2 UIA Naming from the User’s Perspective

This section describes UIA's operating principles from pleespective of a non-technical user; later
sections detail how the system provides this user experienc

2.2.1 Introducing Devices

A UIA device ideally ships from its manufacturer pre-configdh with a name for itself such as
| apt op or phone, which the user can keep or change as desired. The devices ladditional
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names as its usentroducesit to other devices owned by the same user or different ugdrs.in-
troduction process assigns persistent names by which tieedsan securely refer to other devices.
UIA’s introduction process builds on previously exploreléas for secure associations, such as the
Resurrecting Duckling security model [231] and SPKI/SO8&taduction [65], but UIA is unique

in providing the ability to build symmetric, self-managijrdistributed personal groups solely out of
pairwise introductions.

In a typical introduction, the owner(s) of two devices brthg devices together physically and
connect them to a common local-area network. Each user tivekds a local-area rendezvous
tool similar to Bonjour’s [11] on his device, finds the othesvite on the network, and selects
“Introduce.” Each device displays amtroduction keyconsisting of three words chosen randomly
from a dictionary, as shown in Figure 2-1. Each user thensptble other device’s introduction
key from a list of three random keys. If one of the devices haatantionally connected to the
wrong endpoint, such as an impersonator on the same netthark the matching key is unlikely
to appear on the list, so the user picks “None of the aboveth@dntroduction procedure aborts.
Unlike other analogous procedures [65], UIA uses shortt-fumndly “one-time” keys that only
need to withstand online and not offline attacks, and itsiplafchoice design prevents users from
just clicking “OK” without actually comparing the keys.

Users can follow the same procedure to introduce UIA devieamtely across the Internet, as
long as one device has a global DNS name or IP address anddisehave a trustworthy channel
through which to exchange introduction keys: e.g., a phamversation or an authenticated chat
session. We also envision alternative introduction meishasmadapted to specific rendezvous chan-
nels such as E-mail, web sites, SMS messages, or shortvarajess links; the details of particular
introduction mechanisms are not crucial to the UIA architee

A user can introduce UIA devices eitherrmergehis own devices into aersonal groupshar-
ing a common namespace, or to create natimda from his own group to other users’ personal
groups. The following sections describe these two formatbduction, and other important group
management actions, with the help of an example scenaugiriited in Figure 2-2.

2.2.2 Device Names and Personal Groups

At Time 1 in the scenario, Bob purchases a new laptop andnetgrhone, which come pre-
configured with the default naméspt op andphone, respectively. At Time 2, Bob uses UIAs
local rendezvous tool on each device to find the other devidéshome WiFi network and selects
“Introduce devices” on each. Bob chooses the “Merge deVispson in the introduction dialogs
(see Figure 2-1) to merge the devices into a personal group.

The devices in Bob’s group gossip both existing names ansesuient changes to the group’s
namespace as physical network connectivity permits. Eacitel attempts to preserve connectivity
to other named devices as they leave the network and reappediner locations, without user
intervention whenever possible. Bob now sees his two pats@megphone andl apt op on both
devices, and can use these names for local and remote a¥¢eddng on his laptop at home, he
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Figure 2-2: Example personal device scenario
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uses his personal nampéone to reach the phone via his home WiFi LAN. When Bob subsequentl
takes his laptop on a trip, he can remotely access his homeedham his laptop over the Internet
(e.g., to check his voice messages), still using the ranosme. UIA uses cryptography to guarantee
that an adversary cannot impersonate the device Bob ghtime, and cannot eavesdrop on his
communication.

2.2.3 User Names and Social Networking

With the second form of introduction, users link their pelogroups together and assigeer
namesto each other, but retain exclusive control over their retspe personal groups. In the ex-
ample scenario, Bob purchases a new WiFi-enabled cell phofiene 3 and meets Alice at a cafe
before he has merged his cell phone with his other devices. fiads Alice’s iPod using his cell
phone’s local rendezvous tool and selects “Introduce asvecnatact” (see Figure 2-1), and Alice
does likewise. Bob’s phone suggests Alice’s self-chosem nameAl i ce, but Bob can override
this default (e.g., t&\l i ce- SmithorAl i ce-from OSDI)if he already knows another Alice.

Bob and Alice can now refer to each others’ devices by combimievice names with user
names in DNS-like dotted notation. If Alice runs a web sermerher home PC, namdeC in
Alice’s personal nhamespace, then Bob can connect to Alsar'ger by typingPC. Al i ce into his
laptop’s web browser, exactly as he would use a global DNSerldemuseni x. or g.

If Alice’s personal web server is UIA-aware, she can use lagneBob in the server’'s access
control lists so that only Bob’s personal devices may brovestain private areas. UIA authenticates
clients so that no one else can impersonate Bob’s devicegnagcess to these areas.

2.2.4 Transitive Merging and Gossip

Bob now returns home and merges his cell phone with his horoaghas shown at Time 4 in
Figure 2-2. Bob’s home phone in turn gossips the cell phogedsp membership to Bob's laptop,
so the laptop and cell phone can name each other without hitndhéo merge them explicitly.
Alice’s devices similarly gossip her new link namBdb and learn about Bob's three devices, after
which she can, for example, refer to Bob's laptog apt op. Bob.

Users can access or edit their personal groups from any iofdéé@ces while other devices are
unreachable. If Bob and Alice are on a bus together and dismted from the Internet, Alice can
still reach Bob’s laptop from her iPod via her naingpt op. Bob, even if they have left all their
other devices at home. Bob and Alice can continue adding séoneontacts they meet on the bus,
and their other devices learn the new names via gossip ldten they re-connect.

2.2.5 Resolving Conflicts

Unfortunately, both of Bob’s phones happened to have idahtiefault names gihone, resulting
in their names conflicting in his newly merged namespace. hbffies Bob of the conflict, and
he can continue using the non-conflicting nalmapt op, but must resolve the conflict before the
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namephone will work again. Bob resolves the conflict on his cell phon&iate 5, by renaming it
cel | while leaving the home phone with the napigone. Bob’s other devices learn the resolved
name bindings via gossip, as do Alice’s devices, so Alice seas Bob’s phones athione. Bob
andcel | . Bob.

If Bob makes conflicting namespace changes on two of his dewidile they are partitioned
from each other, UIA detects the conflict once the devicesmeect. Bob can continue using other
non-conflicting names in the same group while conflicts eristl he can resolve such conflicts at
leisure on any of his devices.

2.2.6 Shared Groups

In addition to personal groups, users can crediared groupgo help organize and share their
personal names. Bob and Alice discover at Time 6 that theyesdmainterest in photography, and
decide to start a photo club for themselves and other frishdgng this interest. To enable members
of the club to find each other easily and share photos amongpthesonal devices, Bob uses his
laptop to create a shared group nant oCl ub in his personal namespace. On creation, the
shared group’s only member is Bob himself. To add Alice togiteaip, Bob drags the nandéd i ce
from his personal group int®hot oCl ub, copying his name binding for Alice into the shared
group and making her the second member. Bob can similarlyotulet friends toPhot oCl ub,
and these names automatically appear in Alice’s view of tbaas the devices gossip the changes.
Although Alice can now refer to the new groupPRisot oCl ub. Bob, she might like this group
to appear directly in her own personal group instead of ngrtirelative to Bob. Alice drags the
Phot oCl ub name from Bob’s personal group into her own, giving hersetbpy of the nhame
leading to the same shared group. She can now refer to groobere using the same names that
Bob uses, such a&harl i e. Phot oCl ub.

2.2.7 Group Ownership

One or more members of a UIA group may be designateshaers or members allowed to modify
the group. As Figure 2-3 illustrates, Bob’s devitespt op, phone, andcel | are owners of his
personal group by default, allowing Bob to edit his persaraup using any of his devices. The
namesAl i ce andPhot oCl ub are not owners, so Alice and memberdRbfot oCl ub can only
browse and resolve names in Bob’s namespace.

Groups can own other groups. When Bob creates his sitretdoC ub group, UIA automat-
ically includes a namBob in the new group that gives Bob’s personal group ownershthehew
group. After adding Alice to the group, Bob can give her caaevghip by clicking the owner flag
by her name in the group listing, enabling her to add or renmtlrer members herself. Ownership
is transitive: Bob can modiffPhot oC ub using his laptop because Bob’s laptop is an owner of
Bob’s personal group and Bob’s personal group is an ownhot oCl ub.
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2.2.8 Security and Ownership Revocation

Returning to the scenario in Figure 2-2, Bob loses his catinghat Time 7, and he is not sure
whether it was stolen or just temporarily misplaced. If talkjghone was stolen and has no local user
authentication such as a password or fingerprint readethibemight obtain not only Bob’s data
on the cell phone itself, but also remote access to servigbe@zed to his personal group via UIA
names. UIA devices capable of accessing sensitive infaamaemotely should therefore provide
strong local user authentication, and should encrypt patstata (including UIA state) stored on
the device, as Apple’s FileVault does for example [12]. Thtads of local user authentication and
encryption are orthogonal to UIA, however.

To minimize potential damage if a thief does break into Balssr account on his cell phone,
Bob can revoke the cell phone’s ownership of his personalrdf the cell phone re-appears and
Bob realizes that he just misplaced it, then he can “undoftéliecation and return the phone to its
normal status. If the cell phone remains missing, howevek éhsures that no one can remotely
access personal information or services on Bob’s othecdsviia the lost phone once the revocation
announcement has propagated to those devices. Simitaglgell phone loses its access to the files
Alice shared with Bob as soon as Alice’s PC, on which the fiégssde, learns of the revocation from
any of Bob’s remaining devices.

2.2.9 Ownership Disputes

Revocation cuts both ways: a thief might try to “hijack” Bslgersonal group, using the stolen cell
phone to revoke the ownership of Bob’s other devices befale filhds that the phone is missing.
In UIA's current ownership scheme in which all owners havédnd equal authority over a group,

Bob’s devices cannot distinguish the “real” Bob from an isfoo once a stolen device’s local

access control is broken. UIA therefore allows any devicgigputeanother device’s revocation of

its ownership.

In the example scenario, when Bob next uses his laptop, Uldrrims him that his laptop’s
ownership of his personal group has been revoked by thelwetigy which Bob realizes was stolen.
In response, Bob issues a revocation of the cell phone’s @hipefrom his laptop. The two mutual
revocations effectively split Bob’s original personal gpointo two new, independent groups: one
containing only the cell phone, the other containing Bok®aining devices. All existing UIA
names referring to Bob’s old personal group, and any aceghsrizations based on those names,
become unusable and must be manually updated to point tppinegiate new group. Alice’s name
Bob for example is now marked “disputed” in Alice’s namespacg] Alice’s PC rejects attempts
by any of Bob’s devices to access the files she shared with Bdiereusing that UIA name. To
update her name for Bob and safely renew his access, Aliceecantroduce her devices directly
to Bob’s the next time they meet, or obtain a fresh link to Baleéw personal group from a trusted
mutual friend who already has one.
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Group ownership disputes need not be permanent. Supposeetmbe who co-own a shared
group get into an argument, and split the group by issuinguaidutvocations. If the original co-
owners later settle their differences, they can undo thanflicting revocations or simply merge
their respective “splinter” groups back together via UlAgrmal merge mechanism. Links to the
original group become unusable during the dispute, buttioma@again normally after the dispute is
resolved.

2.3 Personal Naming System Design

This section describes the design of the UIA personal namsystem, beginning with the system’s
basic architecture, followed by the details of how UIA dedananage and synchronize the name-
space state comprising their users’ personal and shareggro

2.3.1 Basic Architecture

The design of the UIA personal naming system is based on thitexal elements: a mechanism
for identifyingpersonal devices uniguely, securely, and persistentlypegss foresolvingnames
within personal groups; and a storage management and gassipanism for optimisticallyepli-
cating namespace state across devices. This section briefly irtesdthese three architectural
components, for which subsequent sections provide fudétils.

Personal Endpoint Identities

UIA devices identify each other using cryptographicallyqueendpoint identifierer EIDs. Whereas
DNS maps a name to an IP address, UIA maps a personal devieeswain as Bob's apt op to

an EID. Unlike IP addresses, EIDs atableand do not change when devices re-connect or move.
UIA's routing layer, described in Chapter 3, tracks mobitests by their EIDs as they change IP
addresses, and can forward traffic by EID when IP-level comication fails due to NAT or other
Internet routing discontinuities. Thus, EIDs represemt ‘thoint of rendezvous” between UlA's
naming and routing systems.

A UIA device creates each EID it needs automatically by gativeg a fresh public/private key
pair and then computing a cryptographic hash of the publjc ke in SFS [157], EIDs are crypto-
graphically unique, self-configuring, and self-certifyjrbut not human-readable. As in HIP [163],
UlA-aware network transports and applications use EIDdangof IP addresses to identify com-
munication endpoints. (UIA can also disguise EIDs as “dtiPaaddresses for compatibility with
unmodified legacy applications, as described later in Sedil.)

An EID corresponds to a particular user's presence on acpéti device. A user who owns
or has access to several devices has a separate EID for eat#wick accessed by only one user
needs only one EID, but a device shared among multiple uszisome form of login mechanism
creates a separate EID for each user account. Unlike cmggibir host identifiers in SFS and HIP,
therefore, EIDs are not only stable pérsonal
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Personal EIDs allow multiple users of a shared UIA host tandependent network services on
the device. Since each user’s services bind to the user's&Hher than to a host-wide IP address,
UlA-aware network applications can run exclusively in tlomtext of the user and rely on UIA to
provide user-granularity authentication and access cbnthen Bob connects his laptop to the
HTTP port at the EID to whiclPC. Al i ce resolves, he knows he is connectingiace’s personal
web server and not that of another user with an account orathe 8C. Alice’s web server similarly
knows that the connection is coming from Bob and not from smmeeelse using his laptop, because
her namd apt op. Bob resolves to an EID specific to Bob'’s account on his laptop.

Resolving Names in Personal Groups

Each UIA device acts as an ad hoc hame server to support nakigmand synchronize namespace
state across devices. UIA names follow the same formattitesras DNS names, consisting of a
series oflabels separated by dots, and devices resolve UIA names one labdiime from right

to left. To resolve the namBC. Al i ce, for example, Bob’s laptop first resolves the rightmost
componentAl i ce to find Alice’s personal group, and from there resolves ttemid component
PCto find the EID for Alice’s PC as named in Alice’s personal grou

Whereas DNS resolution traverses a strictly hierarchieal of “zones” starting from a centrally-
managed global root zone, each UIA device has a unique roog$olving UIA names, and users
can link UIA groups to form arbitrary graphs. After Bob medtice at Time 3 in Figure 2-2,
for example, Bob’s “root” group for UIA name resolution, cesponding to his personal group,
appears to Alice as a “sub-group” namBdb. Conversely, Alice’s “root” group appears to Bob
as a “sub-group” namedl i ce. Since Bob’s and Alice’s naming relationship forms a cycle i
the graph of UIA groups, Bob could for example refer to his getione via the redundant name
phone. Bob. Al i ce.

UIA groups may at times contalabel conflicts or bindings of a single name to multiple distinct
targets. When Bob at Time 4 merges his new cell phone withefault namephone into his
personal group, which already contains another device dgrhene, the twophone bindings
result in a label conflict. Label conflicts also arise if an ewship dispute splits thiargetthat a
group name refers to, as described in Section 2.2.9. Namtuties fails if it encounters a label
conflict, preventing the user from following ambiguous Bridefore resolving the conflict. A conflict
on one label does not affect the usability of other labelfiindame group, however.

State Management

UIA uses optimistic replication [105, 133, 243] to maintainser’s personal UIA namespace across
multiple devices, guarding namespace state against dmsseor failure and keeping the name-
space available on all devices during periods of discoimear network partitions. Each device
stores in an append-only log all persistent naming statésarser’'s personal group and any other
groups of interest to the user, and uses an epidemic prof68plto distribute updates of each
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Record Format

Series ID
Sequence Number

Secure hash

Type-specific data i
Signature - . Record ID (RID) |

Figure 2-4: Basic log record format

group’s state among the devices interested in that groupicB® use rumor mongering to prop-
agate newly-written or newly-learned records aggresgitlelough the network, and they perform
periodic anti-entropy exchanges to ensure that updatedbereach all interested devices as net-
work connectivity permits.

2.3.2 Device Log Structure

Each UIA device keeps an append-only log holding all persisUIA naming-related state. The
records comprising the log collectively hold all of the pstent state for the user’s personal group
and any other UIA groups of interest to the user. A devicelstipically holds both records gen-
erated by the device itself and gossiped replicas of retesenords generated by other devices.
Devices sharing a namespace propagate updates via gagsyma any relevant new records from
other devices’ logs to their own as they appear and as neteankectivity permits. Storing all
persistent namespace state in log form facilitates auiorsgimchronization of namespace changes
across devices, and also provides the ability to undo astatieame deletions or malicious changes
from a compromised device.

UIA organizes the records comprising a device’s log is¢nies each series representing the
sequence of changes a particular device writes to a patignbup. The state defining a group
consists of one or more series, one for each device that hiisewto the group. All devices partic-
ipating in a group gossip and replicate all records in eache@froup’s series, preserving the order
of records in a given series, but do not enforce any orderdmtwecords in different series. Since
UIA separates the naming state for each group by seriesgategian limit gossip to the records
relating to groups they're interested in, instead of saagtheir neighbors’ entire device logs.

As shown in Figure 2-4, each log record contains a series Heégaence number, data specific
to the record type, and a signature. The series ID (SID) whjgidentifies the series to which the
record belongs. The sequence number orders records wilgiries. The device that owns a series
signs each record in that series with its private key, sodtfzgr devices can authenticate copies
of records they receive indirectly. A cryptographic hashhaf record yields &ecord 10 which
uniquely identifies the record for various purposes desdribter.

UIA currently defines four record types, listed in Figure arisl summarized briefly below:

54



Create record Link record

Series ID Series ID
- Sequence Number Sequence Number
Owner device EID Label
Nonce Target EID or SID
Signature Owner Flag
Signature
Secure hash

—» New Series ID (SID) |

Merge record Cancel record
Series ID Series ID
Sequence Number Sequence Number
Target Series ID Target Record ID
Signature Signature

Figure 2-5: Specific log record types

e Create: A createrecord initiates a new series owned by the device writingrduerd, as
identified in the record’s owner field. The owner EID fixes thublpc/private key pair other
devices use to authenticate records in the new series. ThedréD of the create record
becomes the new series ID; a random nonce ensures the nesvc®yptographic uniqueness.
The create record itself is not part of the new series: its senes ID field is usually empty
to indicate that it is not part of any series, but it can be aopty for revocation purposes as
described later.

e Link: A link record binds a human-readable label sucAlasce to an endpoint ID or series
ID denoting the link’s target. Links to devices, such as Balamed apt op andphone,
contain the EID of the target device. Links to groups, suciaisce and Phot oCl ub,
contain the SID of some series in the target group. A link i@t¢as an owner flag indicating
whether the link grants ownership to the link’s target, wlhg the target to write changes to
the group containing the link record. We refer to a link withawner flag set aslak-owner
record

e Merge: A mergerecord joins two series to form a single UIA group. The unidmlblink
and cancel records in all merged series determines the santds that appear in the group,
thereby forming a common distributed namespace. A mergestaiect only if the device
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that wrote the merge record also owns the target group, berktis a corresponding merge
record in the target group pointing back to the first group.

e Cancel: A cancelrecord nullifies the effect of a specific previous record,céffad by the
target's record ID. With certain restrictions describetble link records can be canceled to
delete or rename group members. Create, merge, and cacoalgeannot be canceled.

2.3.3 Namespace Operations

This section describes how UIA devices implement the ingodruser-visible namespace control
operations, in terms of the specific records the devicegwitheir logs at the events in the example
scenario from Figure 2-2. The following section will therp&ain how devices evaluate the contents
of their logs to determine the effective state of each grduwmg point in time.

Device Initialization: When Bob and Alice install or first start UIA on a device at Tithethe
device first writes a create record to its log, forming a nerieseto represent the user’s personal
“root” group on that device. The device then writes a linkarecto the new series, giving itself a
suitable default name such bapt op. The device sets the owner flag in this link record to make
itself the sole initial owner of the group.

Merging Device Groups: When Bob introduces and merges his devices at Time 2 to form a
personal group, each device writes to its own root seriesrgamecord pointing to the other device’s
root series. These cross-referencing merge records rasutherge relationshigpetween the two
devices, which begin to gossip the records comprising betles so that each device eventually
holds a complete copy of each. This merging process doeshatlly create any new link records,
but causes each device to obtain copies of the other dewristng link records (the laptop’s link
record for its default nameapt op and the phone’s record for its nampéone) and incorporate
those names into its own root group.

Aside from merging devices’ root series via introductionsar can use a single device to merge
two arbitrary groups, provided the same device already Wagship of both groups. If Bob creates
two shared sub-groups and later decides they should be nethbor example, he can merge them
on any of his devices. The device writes cross-referencieggerecords to the relevant series,
exactly as in the introduction scenario.

If a user accidentally merges the wrong groups, the devaientiote a merge record can “undo”
the merge via a cancel record writtenttie same seriesOnce either merge record is canceled
this way, the groups return to their pre-merge state, neigitheir original identities as defined
by the disjoint sets of original series IDs. The restricttbhat a merge can only be undone on the
same device results from the membership and ownershipatiaiualgorithm described later in
Section 2.3.4, but appears a reasonable constraint forpungoses. Cross-device “un-merge” can
be approximated via revocation, as described later, botegion cannot restore the distinctness of
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the original group identities: two links referring to thedweparate groups before the merge refer
to the same group after the revocation.

Meeting Other Users: When Bob and Alice introduce their devices to each other meT3, the
devices exchange the series IDs of their respective romtssend each device writes a link record
to its own root series referring to the other device’s rooiese Bob’s new link record named i ce
gives Alice a name in his personal group, and Alice’s new he&ord namedob likewise gives
Bob a name in her group. The devices do not set the owner flabsse new link records, giving
Alice and Bob only read-only access to each others’ namespac

Transitive Merge: Individual merge relationships in UIA are always pairwibefween exactly
two series, but merge relationships combine transitivelgigtermine effective group membership.
When Bob introduces his cell phone to his home phone at Tintkeedtwo devices form a merge
relationship between their respective root series. SiraiEsghome phone and laptop already have
a merge relationship, Bob'’s laptop and cell phone tramditilearn about each other via gossiped
records they receive from the home phone, and the union ofett@rds in the three root series
determine the contents of the resulting group. Since thgedegroup has two link records named
phone with different target EIDs, the devices flag a label conflictpdvone and refuse to resolve
this name.

Renaming Labels and Resolving Conflicts: When Bob renames his cell phone ¢el | at
Time 5 to resolve the conflict, his device writes to its roatiega cancel record containing the
record ID of the link record defining the cell phone’s predmame, then writes a new link named
cel | thatis otherwise identical to the original link. Since otfi¢he two conflicting link records is
now canceled, the label conflict disappears, and the naimese andcel | become usable on all
of Bob’s devices once they receive the new records via goBsip can resolve the conflict on any
of his devices, because any group owner can cancel a lintewiity another device.

The user can also delete a hame from a group outright, in wizish the device writes a cancel
record without a new link. The ownership granted by a linkaewrecord, however, can only be
nullified by the revocation process described later in $a@i3.4.

Because UIA implements renames non-atomically with a daecerd coupled with a new link
record, if Bob renameAl i ce to Al i cel on his laptop and renamedg i ce to Al i ce2 on his
phone while the two devices are temporarily partitionedremonnection he will have two names
Al i cel andAl i ce2 with no conflict detected. This corner-case behavior, whdehaps slightly
surprising, seems acceptable since it “loses” no inforonadind at worst requires Bob to delete one
of the resulting redundant names. At the cost of added coditylea non-idempotent “Rename”
record type could be added to enable UIA to detect conflictergames of a single original link
record.
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Creating Groups: Bob uses his laptop at Time 6 to create his sh&kedt oCl ub group. To
create the group, the laptop first writes a create recordriergée a fresh series ID. The laptop then
writes two link records: first, a link namdehot oCl ub in its root series pointing to the new series,
and second, a link namd®bb in the new series pointing back to the root series. The lapétpthe
owner flag in only the latter link record, giving Bob’s persbgroup ownership of the new group,
withoutgiving Phot oG- oup ownership of Bob’s personal group.

Suppose that Bob now uses a different device, his cell phoneXample, to add Alice to
Phot oCl ub. Bob’s cell phone is already an indirect owneRbfot 0Cl ub, because the cell phone
is an owner of Bob’s personal group and Bob’s personal greups&hot oCl ub. The cell phone
does not yet have a seriesRhot oCl ub, however, to which it can write records: initially only the
laptop, which created the new group, has a series in the gamaponly it can sign records into that
series. The cell phone therefore creates its &wont oCl ub series, by writing a create record to
form a new series owned by itself, and then writing a mergerckto this new series pointing to the
laptop’sPhot oCl ub series. Although no corresponding merge record in the pepRhot oCl ub
series points back to the cell phone’s new series (in fadaiitep may be offline and unable to sign
such arecord), the cell phone’s merge record takes effedatarally” by virtue of the cell phone’s
indirect ownership oPhot oCl ub. The cell phone then writes a copy of Bob’s link to Alice into
its newPhot oCl ub series, and other devices learn of the new series and the i as they
gossip records foPhot oCl ub.

Revoking Ownership: When Bob learns at Time 7 that his cell phone is missing, he bge
laptop to revoke the cell phone’s ownership of his persor@lig, either by deleting the narael |
from his personal group or by clearing its owner flag. To impdat this revocation, however, Bob'’s
laptop cannot merely write a cancel record pointing to thk tecord forcel | : the cell phone
would still own a series in Bob'’s personal group and thusametsidden” control over the group.

To revoke the cell phone’s ownership, therefore, Bob'sdppireates a new personal group for
Bob and copies the original group’s name content into it. fEate the new group, the laptop writes
a create record whose series ID field is not empty as usuainbigad contains the SID of the
laptop’s original root series. The laptop then writes ligcards to the new series corresponding
to all the active links in the old series, omitting links or evship flags to be revoked. The create
record written into the old root series indicates to all iegted devices that the new series forms a
group that is intended to replace or act asiacessoto the original group.

As long as only one such “create successor” record existsolnisBold personal group, all
devices treat links to any series in the old group as if thekeld to the successor group instead.
Upon receiving via gossip the records describing Bob's nevuyg, for example, Alice’s devices
subsequently resolve her nafBeb to the new group, and use it to calculate which devices should
be given access to resources she has authorized Bob to aeffestively revoking the cell phone’s
access.
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If the cell phone writes a conflicting “create successor’ordcto its series in Bob’s original
group, however, then the original group becordisputed and other devices refuse to resolve links
to any series in the original group as soon as they learn aheutlispute. Alice’'s devices thus
refuse to resolve her nanBb and deny access to any resources she authorized using that na
Once Alice updates her broken link to refer to the correctsssor group, either by re-introducing
with Bob or by copying a fresh link from a mutual friend, hewibe writes a new link referring
to a series in Bob’s new group, the old group becomes irratesad Bob can again access Alice’s
resources via the devices in his new personal group.

If link or cancel records exist on Bob’s other devices that laptop has not yet received at
the time of revocation, the laptop cannot copy these chaagerds into the new group and they
becomeorphaned Bob’s devices continue to monitor and gossip records irottigyroup after the
revocation, however, to detect both orphans and ownershutds. If a device with ownership
of the new group detects an orphaned record written by itsedinother device with ownership of
the new group (not a revokee), it automatically “forwards& thange by writing a corresponding
record to the new group.

Key Compromise and Retirement: Besides handling the issue of retired, lost, or stolen d@ayic
UIA's revocation mechanism may also be useful if a devicalslig/private key pair is compromised
and the user wishes to re-key the device, or if the publicdmgptography or hash algorithms the
device’s EID is built from become obsolete. In such a sibratithe device can simply generate
a new, fresh public/private key pair and EID for itself, methis new EID into the existing group
with the same device hame as that associated with the olddalDthen perform a “self-revocation”
of the device’s old EID using the normal revocation mechartis ensure that only the new EID and
not the old one is considered a member of the user’s persomah g

In the case of gradual cryptographic key or algorithm reteat (as opposed to a key compro-
mise requiring immediate revocation), it may be useful tovaboth the device’s old and new EIDs
to be active at once during some transition period. Allowéngingle device name to be assigned

more than one EID at once without this situation being imetgrl as a conflict would require a
minor extension to UIA's current group management mecianis

2.3.4 Group State Evaluation

This section describes the algorithms UIA devices use tert@ghe the current state of a given
group from the set of log records they have on hand. Devicaluate group state in three stages:
(1) membership and ownership, (2) group successorship(3amame content.

Membership and Ownership

In the first stage, a UIA device collects the series IDs refétio by all records in its log, and
clusters them into sets based on merge relationships to thAngroups. At the same time, the
device computes the set of device EIDs to be considered ewriezach group, either directly or
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global M: membership table: SIB+ SID set
global O: ownership table: SID set EID set
function evaLmembershipownership():
for each known seriesid:
M{sid] «— {sid}
O[{sid}] < EID of device that owns seriesd
do:
for each link-owner record in each serigd:
if link target is a deviceeid:
O[M |sid]] «— O[M|sid]] U teid
else if target is a serigsid:
O[M [sid]] — O[M|[sid]] U O[M|tsid]]
for each merge record in each serigg:
tsid < target series ID of merge record
O[M [sid]] < O[M[sid]] U O[M [tsid]]
if owner EID of seriessid € O[M [tsid]]:
O[M[sid] U M[tsid]] < O[M|sid]] U O[M [tsid]]
for each series |Dnsid € M|sid] U M|tsid]:
Mmsid] «— M|sid] U M [tsid]
until M andO stop changing

Figure 2-6: Membership and ownership evaluation pseudocod

transitively. Group membership and ownership must be coetpat the same time because they
are mutually dependent: group membership expansion vigenem introduce additional owners,
and owner set expansion can place additional merge recad#s gonsideration.

Figure 2-6 shows pseudocode for membership and ownershipagion. The algorithm uses a
membership tablé/ mapping each known series ID to a set of series IDs sharingupgand an
ownership table&) mapping each group (represented by a set of series IDs) tood@ener device
EIDs. The algorithm first initializes the entry i for each series to a singleton set containing only
that series, and initializes the owner set entryifior each such singleton group to the EID of the
device that owns that series. The algorithm then repeatadlges groups and expands ownership
sets until it reaches a fixed point. The algorithm termindissause member and owner sets only
grow, and each device knows of a finite number of series IDgyatem time.

The algorithm considers onlgve merge and link-owner records. A record is live if it is not
targeted by any cancel recardthe same serieshe same-series restriction prevents cancel records
from decreasing the set3 and M across iterations and violating the algorithm’s monotibyic
assumptions, hence the restrictions mentioned earlienda af merge and link-owner records.

In each iteration, the algorithm first follows link-ownercoeds, expanding the ownership set of
the group containing a link-owner record according to tgetedevice EID or the current ownership
set of the target group, as applicable. Across iteratidnis,step handles transitive propagation of
ownership across multiple groups, such as Bob's laptopisoship ofPhot oCl ub via the laptop’s
ownership of Bob’s personal group.
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Figure 2-7: Example group successorship scenarios

Second, for each merge record, the algorithm expands thership set of the group containing
the merge record to include the ownership set of the targetpgrthen checks whether the device
that wrote the merge record @thorizedby virtue of having ownership of the target group. The
authorization check prevents a device from merging a seriesn arbitrary group without permis-
sion. In the symmetric case where two merge records refegidb ethers’ series IDs, each merge
is authorized by the fact that the other merge grants owipeddhits own series to its target. Once
a merge is authorized, the algorithm combines the SID setseofespective groups to form one
group containing all the merged SIDs, and similarly combite respective owner sets.

Group Successorship

In the second stage, a device computessiiecessorshigtatus of each group resulting from the
first stage, in order to handle revocations and ownershjputis. The device first forms a directed
graph reflecting immediate successor relationships: decreaord in seriegl yielding a new series
B makes the group containing a successor to the group containiAdg Next, the device takes the
transitive closure of this graph to form a transitive susoeship relation: ifB succeedsi andC
succeeds3, thenC transitively succeed4.

The device now assigns to every graipne of three states as follows.dfhas no successors,
it is a headgroup: no revocations have been performed in the group, iakd to series IDs in
the group resolve normally. On the other hand, if there iscarsa groupG’ that is a transitive
successor t6f and is also a transitive successor to all other transiticeessors t@7, thenG' is the
undisputed successtw G. In this case, links to series IDs in grogpresolve to grougs’ instead.
Finally, if G has successors but no undisputed successor, then grasiglisputed and links to
series IDs inG do not resolve at all.

Figure 2-7 illustrates several group successorship sicsnand the corresponding results of
this algorithm. In scenario (1), two conflicting revocasdmave placed group A under dispute; A's
successor B also has a successor due a second revocationtiiBBstnot under dispute. Scenario
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(2) is like (1) except a revocation has also been performeugdap C, forming a new head group E.
Scenario (3) shows the result after the warring owners isé€&)e their differences and merge their
head groups D and E, resolving the original dispute overgauscenario (4) shows a pathological
situation that should never arise under normal use but doelldbtained artificially by merging A
with D and B with C in (1); in this case the two groups in the eylsbth become disputed. Scenario
(5) shows the pathological dispute resolved by a revocatiagroup A. (Alternatively, the cyclic
groups could simply be merged together.)

Name Content

In the third and final stage, for each head group to be usedafmerresolution, a device computes
the group’s namespace state as follows. Given the set dfilalidcords in every series in the group,
the device removes all link records targeted by a cancetdan@ny series of the group to form the
set ofactivelinks. Any device that owns a group can cancel a link writtgrahother device, but a
cancel cannot revoke ownership.

The set ofactive labelsin a group, shown in a namespace browser for example, is thef se
labels appearing in any active link record in the group. Tabable all active links for a given
label must have the same permissions, and must target thee dewite EID or SIDs in the same
group. Otherwise the label s conflict as Bob’s home and cell phone are at Time 4 in the example.
If Bob creates identical links on different devices indegemtly, such as by separately introducing
both his cell phone and his laptop to Alice to yield duplicAe ce links, this action does not
create a label conflict when Bob merges his home and cell ptogather because the redundant
links have the same target and permissions.

2.3.5 Naming State Gossip and Replication

The UIA devices participating in a given personal group gossd proactively replicate new
records pertaining to the group among their respective. Idg&JIA device by default considers
itself a “participant” in a group if it owns a series in thabgp—i.e., if it has ownership permission
and has written any records to the group.

UIA's epidemic protocol uses a classic two-phase “pushi/@igorithm [63]. In the “push”
phase, when a device creates a new log record or obtains iayskvunknown one from another
device, it repeatedly pushes the new record to a randoradgeshpeer until it contacts a peer that
already has the record. Thismor mongeringtechnique works well when few devices have the
record, propagating the “rumor” aggressively until it isloager “hot.” In the “pull” phase, each
device periodically contacts a randomly-chosen peer taiolainy records it is missing. Theanti-
entropyexchanges work best when most devices already have a remonglementing the rumor
mongering phase and ensuring that every device reliabBirubtll available records.

To initiate a gossip transaction, each device periodicsdiiects a peer and initiates a query to
that device. The initiator sends a vecto(8fD, timestampjuples indicating the newest records the
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initiator holds for each series, and the responder repligsamy log records in those series that the
initiator does not yet have. The responder may also inclddéianal records relevant to the group,
such as records from another series newly merged into thgagro

When a device writes new records to a given series, it mayoambtify other interested devices
that are reachable at that moment with the new records;wibernew records propagate lazily. In
the current design, a device picks a random peer and gosilp# wnce per minute.

Devices gossip the records comprising a particular semi@sder, guaranteeing that the set of
records each holds for a given series is complete up to sontieysar time in the series owner's
timeline. UIA imposes no gossip ordering constraints amdiffgrent series, however, so changes
Bob made on his home phone and on his laptop might arrive atdiliphone out of the original
order in which Bob made them. Since UIA must operate durirtgvok partitions and periods of
disconnection, the potential for such misordering is uidaiae.

2.3.6 Remote Name Resolution

As outlined earlier in Section 2.3.1, a device resolves airaamponent UIA name by starting
with its own device-specific root group, and resolving theela comprising the name in right-to-
left order as in DNS. When the name resolution process oaetses groups in which the resolving
device participates directly, and thus for which the deweeps replicas of all the records relevant
to the group in its own log, the group state calculations desd above provide all the information
necessary to resolve the name locally.

Resolving a name may however require traversing groups tohwthe resolving device only
has read access, and whose records the resolving devicaatq@eactively replicate. If Bob refers
to the namdC. Al i ce on his laptop, for example, Bob’s laptop may have to contaetaf Alice’s
devices to obtain the link record required to resolve thell@& with respect to Alice’s personal
group. UlA'sremote resolutiomprotocol serves this purpose, and it operates similarlyatitional
DNS.

UIA's remote resolution protocol does not use DNS's timeloased cache consistency model,
however, since we do not assume that users managing UIA gnanglerstand cache consistency
and know how to configure appropriate timeouts for their geoWIA instead uses a simple lease-
based protocol. When a device attempting to resolve a UlAenéhe “requestor”) contacts a
remote device (the “responder”) to resolve a particulaellathe responder can return along with
the lookup result deaseon the lookup result, or a promise to notify the requestoagtively if
the result subsequently changes within a particular time@¢97]. The requestor may then safely
cache the result for any subsequent lookups it makes dummgease period, but flushes the result
from the cache if it receives a change notification from ttspoader in the meantime.
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Chapter 3

Routing

Regardless of whether names are global as in traditional BINS8cally scoped as in UIAs per-
sonal hame system, devices must have a way to use those raloeaté fesolvg and connect to
(route tg their targets in order to make them useful for communicati®his chapter first intro-
duces the motivation and goals for the UIA routing layer ict®m® 3.1, then explores three specific
approaches to routing in the remaining sections.

3.1 Motivation and Goals of UIA Routing

The Internet traditionally assumes that DNS names resolV@ addresses, and that the IP routing
mechanism alone provides the means for devices to comnanigth each other via these names
and IP addresses. This assumption means in practice thatgfe¢ of a DNS host name must have a
static, public IP address, and static IP addresses arefmtaisingly rare and expensive on today’s
commoditized Internet, and are management-intensivesigraand use even once obtained.

By default, today’s mobile personal devices usually haveadyic |IP addresses assigned by the
Dynamic Host Configuration Protocol (DHCP) [68], and theeeices are often located behind fire-
walls or network address translators [112], where theugbei IP addresses are not reachable or even
globally unique outside of their private networks. Forwagdprotocols like Mobile IP [183] can
give a mobile device the illusion of having a static IP addreslependent of its actual attachment
point, but this solution does not eliminate the necessigttandant cost and difficulty of obtaining
the static “home” IP address for the mobile host, and in@gdise cost and latency of all commu-
nication when the mobile host is away from its home locatginge all traffic must be forwarded
through the home address.

In UIA, whenever physically possible, we would like persiodavices to provideully auto-
matic connectivitypetween each other whenever the user requires—espeaidiebn devices that
have social affinityby virtue of being in the same user’s personal group or nearlifpe user’s
social network. When the user refers to a personal name, bblld automatically find a way
to communicate without requiring the user to understandebup IP addresses or other protocol
technicalities. Communication should function smoothlgivariety of scenarios such as across the
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Internet, between Internet-connected private LANs, antliwiad hoc networks disconnected from
the Internet (e.g., among passengers in a train).

To provide this automatic connectivity, UIA devices cogierin anoverlay routing protocoto
provide robust location-independent connectivity in theefof changing IP addresses, Internet rout-
ing failures, network address translators, or isolatiamficentral network infrastructure. The rest
of this chapter explores three specific approaches to dagigimis overlay routing protocokocial
routing in Section 3.2jdentity hash routingn Section 3.3, andompact routingn Section 3.4. The
first approach is simple, works well in scenarios we expebetcommon, and is implemented and
working in the deployed UIA prototype. The other two appluscare more general and ambitious,
but have as yet been validated only under simulation andragjlire further development before
widespread deployment. All three approaches have streragil limitations; it is not yet clear
which—or what combination of ideas from each—wiill evenlygleld the best long-term solution.

3.2 Social Routing

Because of UIA's goal of providing names tharsistentlyrefer to a particular device regardless
of how they move or where they are attached to the Internétsldindpoint identifiers (EIDs), to
which UIA personal names resolve (see Section 2.3.1, caamobtdo not contain any embedded
information about the currefdcation of the device, because that information would have to change
whenever the device moves. This design contrasts with theutahical CIDR [199] structure of
IP addresses on the Internet, in which varying-length pesfof an IP address indicate the node’s
attachment point at different administrative levels, sashedge network, service provider, and
network provider. The CIDR structure makes Internet rausimple and efficient, but is also the
source of many of the difficulties UIA is trying to fix. Thereé the UIA overlay routing layer
must address the more difficult problem of routing otegrology-independentr flat identifiers,
also known amame-independent routirig the theory literature [2, 15].

Since efficient, scalable routing with location-indepamtd®de identities is inherently challeng-
ing in its most general form [92], we would like to find an appriate set of simplifying assumptions
that will yield a robust, efficient solution for the scenariwe primarily care about. The primary
purpose of UIA's personal name system, as described in €hapts to provide connectivity with
devices that aradministratively relatedby virtue of having been merged into the same personal
group, or that areocially related by virtue of being located in the personal groups of users wh
are “friends” or otherwise have personal naming relatigpsbetween their devices, and thus are
likely to wish to communicate.

Given this primary purpose, the first overlay routing apphoave explore—social routing—
leverages the “social network” provided by the naming laiyereduce the scope of the routing
problem, from routing betweearbitrary devices, to routing “between friends.” The total number
of interconnected devices may ultimately be very large thetnumber of devices ia particular
user’'spersonal group and the personal groups of his immediatedsishould generally be much
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smaller, which immediately reduces the scalability chrgks to a more reasonable degree. Also,
since a user’s own devices and those of his friends are likelbe both more trustworthy and more
willing to spend resources forwarding the user’s packets@ded, the naming layer’s social network
provides arust frameworkthat the routing layer can take advantage of.

The social routing protocol we develop here is optimizedcfornecting to devices in the user’s
immediatesocial neighborhoodprimarily the user’s own devices and those of friends namdile
user’s personal group, and occasionally “friends of friehtut rarely more indirect contacts. In
practice we expect users to create (or copy from other usarsgs in their own personal groups for
others with whom they wish to interact regularly, justifyiour assumed usage model.

In brief, a UIA device builds and maintains an overlay netaoetween itself and other devices
nearby in its social neighborhood. To locate a remote dewjcés EID, a device floods kcation
request through the overlay to discover the EIDs, IP addsesmd ports of devices forming a path
through the overlay to the target. The originating devi@nthonnects directly to the target’s dis-
covered IP address and port, or if the target is not direethginable (e.g., because of an intervening
NAT), forwardstraffic to it by source-routing data via existing connecsiém the discovered path.

3.2.1 Overlay Construction and Maintenance

Each UIA device maintains an open TCP connection with up tordigurable number of overlay
peers A device chooses its peers from the larger set of devicets isocial network based on a
number of criteria. Ideally, a device’s peers should be emilblic Internet, so that a device behind
a NAT can receive messages from devices outside via itseaptering connections. A device
should choose other devices when none on the public Intereeteachable, however, so that the
overlay remains useful in ad hoc environments. Furtherptbeedevices of friends should be close
to each other in the overlay, so that location or forwardiathp between them are short.

To meet these goals, a device first prefers as peers deviaesrstable and secondarily
prefers those that are closest to ifilendship distanceA device is considerestableif it does not
have a private IP address [196] and has met a threshold |eeekdability in the recent past. A
peer'sfriendship distancés roughly the number of labels in the local device’s shanmesne for that
peer. The rest of this section explains how a device dissxstable peers and calculates friendship
distances.

Each device maintains@otential peer sethat contains potential peers’ EIDs and the times, IP
addresses, and ports at which the device has connectedsmikers in the past. Initially, a device
populates this set with the devices to which the user hastljinatroduced the device. To discover
new potential peers, a device periodically exchanges tenpial peer set with those of other devices
within a configurable maximum friendship distance. A dewdels to the set only those devices to
which it is able to establish a TCP connection when it discoteem.

A device classifies a potential peerstableif it meets an availability threshold (e.g., 90%) at
the same public IP address and port in the recent past (@egadt week). To monitor availability,
a device periodically chooses a random potential peer @athpts a connection to its last known
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location. A device need not have a static IP address to bsifidgb as stable: a device with a
dynamic non-private IP address that changes infrequenutbh as a home PC left on and connected
via a DSL or cable modem, will also typically be classified @bke.

A device computes thigiendship distancef each of its potential peers by assigning a distance
of 1 to its direct peers those the naming layer identifies as devices in the usersopal group
and in groups to which the user has linked (the user’s imnediiiends). The device then assigns
distances to indirect peers transitively, giving the dingeer of a direct peer a distance of 2, for
example.

To improve robustness, a device manufacturer can seed thatiab peer sets of its products
with a set ofdefault peerswhich devices treat as having an infinite friendship distartwo newly-
purchased mobile devices, after being introduced and exgjitha potential peer sets, thus have at
least one stable peer in common at the outset to help theranmeect after a move. Once the
mobile devices discover other stable peers at smallerdsigip distances, however, they prefer the
new devices over the default peers, mitigating the manufacs cost in providing this robustness-
enhancing service.

3.2.2 Token-limited Flooding

To communicate with a remote device, a device first attemptiset TCP connection to the IP
address and port at which it last connected to the targetif af this connection fails or the
originator has no address information for the target devidoods a location request through the
overlay to locate the target by its EID.

UIA uses atoken countin place of the traditional hop count [42], to limit the seopf location
request floods. The token count bounds the total numbelevicesto which a request may be
forwarded, rather than the number of times each request mag-broadcast. This distinction is
important for two reasons. First, although devices seelotmect with a fixed humber of peers,
the number of devices that choose a given device dependsdartfet’s stability and popularity,
so the overlay’s degree is highly non-uniform. Hop counhissta poor predictor of the number of
devices a request will reach. Second, the overlay netwdrlgldy redundant: two friends’ devices
are likely to share many common peers, for example, so segrah devices within some distance
of a request’s source is often unnecessary.

Location requests contain the EIDs, IP addresses, and pbdsvices they have traversed;
devices forward responses back through the overlay alangaime path.

A device with an open TCP connection to a request’s targetddiately responds with the
target’s IP address and port. Otherwise, it subtracts dkentéor itself, divides the other tokens
among its peers not already in the path, distributing anyaieder randomly, and forwards the
request to those peers that receive a non-zero count. Theed®tains the request’s target EID
and return path for a short period, waiting for the forwardeguests to complete, and replying to
the original request wheany of the forwarded ones succeed or wrahof them have failed. A
request also fails if the source has not received a suct¢essfonse within a timeout. If a device
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receives a duplicate request for the same EID as an outstaretjuest (e.g., along a different path),
it forwards the new request anyway according to its tokemtayiving peers for which there were
not enough tokens in previous instances another chancedweghe request.

As we find in Section 7.2, most location requests succeedmittie near vicinity of the source
in the overlay network. To limit the cost of the search, a dehus initially sends each request with
a limited number of tokens and retries after each failurdnaitmultiplicatively increased number,
up to some maximum.

3.2.3 Source-Routed Forwarding

To communicate with the target device after receiving aesssitl location response, the originator
tries to open a direct connection to each device in the resppath, starting with the target itself
and proceeding backwards along the path until a connectiocegds. In the best case, the first
connection attempt in this sequence—the one directly tdafget device—succeeds, and no for-
warding is necessary; in this case the UIA overlay routingtanerely functions as a “resolver,”
mapping location-independent EIDs to location-depentler@ddresses. If the first, direct connec-
tion attempt fails, however, the originator source-routesssages to the target along the tail of the
path starting with the device to which it successfully catad directly.

Consider for example two devicesand b behind different NATs, both of which peer with
a common stable device Whena performs a location request féis EID, it discovers the path
a — s — b. Devicea then tries to open a direct connectiorbtdutb’s NAT blocks that connection,
soa forwards traffic tob throughs instead. Device itself initiates no location requests, but merely
forwards traffic along the path specified by

3.3 Identity Hash Routing

The social routing protocol described in the last sectidnieaes scalability by assuming that users
mostly wish to communicate with their friends, an assunptiat is likely to hold in many scenar-
ios but not all. If the user wishes to run applications on tbp/id\ that depend on large-scale self-
organizing protocols, such as swarm downloading [55], qrokocols frequently require commu-
nication between arbitrary nodes that are administratiaeld socially unrelated. Thus, we would
like to develop a more general overlay routing protocol foAlthat efficiently provides scalable
routing betweeranyindirectly connected pair of UIA nodes, not just betweearfds.

This section introduces Identity Hash Routing (IHR), a mgitscheme inspired by Distributed
Hash Table (DHT) algorithms [146,156,194,209,234,27HTS normally provide onlyesolution
service—the ability to look up a value in a self-organizingtiibuted structure given its key or
content hash—and assume that the network in which they amaiipg is fully-connected: i.e., that
every node can communicate directly with every other nodéetnand. But many nodes on today’s
Internet cannot be reached directly except via forwardinlgAT traversal through other nodes, and
the rules determining which nodes can and can't directlghreghich others are complex, subtle,
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and dynamic results of the interplay between interdomathirstnadomain routing, firewall policies,
NATs, and many other factors. In a traditional DHT, when margmber are persistently reachable
by some DHT members but not others, this condition causesspréad “disagreement” in the DHT
about which nodes are alive and which aren’t, which can prtegenvergence and make lookups
unreliable [89].

With UIA routing, in contrast, we want each node to be ablend faind connect to any other
even if many pairs of nodes are connected only indireectguiring explicit forwarding through
intermediate nodes (or NAT traversal) to facilitate thamoounication. Nevertheless, we find in
this section that it should be feasible to adapt DHT lookymathms into scalable overlay routing
schemes. Unlike traditional DHTs, IHR does not assume thderdying protocols provide con-
nectivity between any two nodes. When the underlying nekvaits to provide direct connectivity
for any reason, such as intermittent glitches, network egkltranslators, or incompatible address-
based routing technologies, we want IHR to route arouncetbesontinuities by forwarding traffic
through other IHR nodes.

Key Properties of IHR

The crucial scalability property IHR provides is that it eiintly allows each UIA node to find a
route toany of a large numbelV of total nodes in the connected network, while directly isigr
information about (and routes to) only abautliog N) other nodes. Like the DHT algorithms
it builds on, IHR achieves this scalability by distributinguting information throughout the net-
work in a self-organizing structure: in particular, IHR ssestructure adapted from the Kademlia
DHT [156].

The cost of distributing routing information throughouethetwork for scalability is that indi-
vidual IHR nodes rarely have enough information to deteetive shortest or “best” possible route
to another node. In effect, IHR does not implement a disteithtiall-pairs shortest paths” algorithm
like conventional protocols for flat namespaces do [126]fal, it is known to be impossible to
achieve shortest-path routing withiV') state per node [92]. Instead, IHR attempts the more moder-
ate goal ofefficientlyfinding somepath whenever one exists, and usually finding “reasonalulyt’sh
paths. This goal is appropriate for the UIA routing layerdugse its purpose is to provid®mme
usable communication path in the unfortunate situationesnal? cannot find any (e.g., due to the
devices being in different IP address domains).

In general we cannot expect IHR to be as efficient as routiotppols that take advantage of the
locality and aggregation properties of structured adeéx®skiR is not intended to replace address-
based routing protocols, but to complement them. By usirdyess-based protocols such as IP
to move data efficiently across the many “short” hops conmgyishe core Internet infrastructure
and other large managed networks, IHR only needs to routeataibss across a few “long” hops,
resolving the discontinuities between address domaingéadding managed core networks to ad
hoc edge networks. For this reason, it is less importantH& tio find the best possible route all the
time, and more important for the algorithm to be scalablbust, and fully self-managing.
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We explore two specific IHR forwarding mechanisms based erséime routing protocol. One
mechanism guarantees that nodes can operééliy V) space per node on any network topology.
The other forwarding mechanism allows IHR to find somewh#ebeoutes and still use3(log N)
space on typical networks, but may requipéN') space on worst-case network topologies. With
either forwarding mechanism, simulation results presemdéer in Chapter 7 indicate that IHR
consistently finds paths that are on average withinthe length of the best possible path. IHR
occasionally chooses paths that are much longer than thedssble path, but these bad paths are
rare.

3.3.1 Routing Protocol Design

This section describes the distributed lookup and routingcgire that enables IHR nodes to locate
and communicate with each other by their topology-indepahdlentities.

Neighbors and Links

Each node in a IHR network maintainsnaighbor table in which the node records information
about all the other IHR nodes with which it is actively comroating at a given point in time,
or with which it has recently communicated. The nodes listethe neighbor table of a node
A are termedA’s neighbors A neighbor ofA is not necessarily “near” td in either geographic,
topological, or node identifier space; the presence of abeigrelationship merely reflects ongoing
or recent pairwise communication.

Some neighbor relationships are mandated by the desigr dfifR protocol itself as described
below, while other neighbor relationships are initiatedtty actions of upper-level protocols. For
example, a request by an upper-level protocol on ndde send a packet to some other nale
effectively initiates a new IHR neighbor relationship beem A and B. These neighbor relation-
ships may turn out to be either ephemeral or long-term. A IldRe’s neighbor table is analogous
to the table an IPv4 or IPv6 host must maintain in order to kesgk of the current path maximum
transmission unit (MTU) and other vital information abother endpoints currently or recently of
interest to upper-level protocols.

As a part of each entry in a node’s neighbor table, the nodtf implementation maintains
whatever information it needs to send packets to that pdaticneighbor. This information de-
scribes dink between the node and its neighbor. A link between two netlead B may be either
physical or virtual. Aphysical linkis a link for which connectivity is provided directly by the-u
derlying protocol (IP). For example, # and B are both well-connected nodes on the Internet that
can successfully communicate via their public IP addresbes AB is a physical link from the
perspective of the IHR layer, even though this communicagath may in reality involve many
hops at the IP layer and even more hops at the link layer. Ifyaipal link is available betweeA
and B, then A and B are termeghysical neighborsand each node stores the other’s IP address or
other address information for underlying protocols in thprapriate entry of its neighbor table.
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Physical Links

Virtual Links

Figure 3-1: Forwarding via virtual links

A virtual link, in contrast, is a link between two nodes that can only comaat® by forwarding
packets through one or more intermediaries at the IHR lew. describe such nodes waistual
neighbors The mechanism for IHR-layer packet forwarding and the eatst of the neighbor table
entries for a node’s virtual neighbors will be describeddath Section 3.3.2. For now, however, we
will simply assume that the following general principle #®l Given any two existing physical or
virtual links AB and BC' with endpointB in common, nodesgt andC' can construct a new virtual
link AC between them by establishing an IHR-level forwarding patbughB. That is, IHR nodes
can construct new virtual links recursively from existintgypical and virtual links.

In Figure 3-1, for example, virtual link AC builds on phydidmks AB and BC, and virtual
link AD in turn builds on virtual linkAC' and physical linkC'D. Once these virtual links are set up,
node A has noded3, C, andD in its neighbor table, the last two beingtual neighbors Node D
only has nodeg¢’ and A as its neighborsD does not necessarily need to know abBun order to
use virtual linkAC.

Constructing Virtual Links

IHR nodes construct new virtual links with a single basic hatdsm, represented by thaild _link
procedure shown in Figure 3-2. A nodecan only build a virtual link to some other nodg if n
already has some “waypoint” noae, in its neighbor table, and,, already has:; in its neighbor
table respectively. Node can then use thieuild _link procedure to construct a link fromto n;.

In the build _link procedurep first attempts to initiate a direct connectionitpvia the under-
lying routing protocol, using any network- or link-layerdrdss(es) for; thatn may have learned
from n,,. For example, ifn; is a node with several network interfaces each in differelutress
domains, them; might publish both the IP addresses and the IEEE MAC addsessall of its
network interfaces, so that other IHR nodes in any of theseailts can initiate direct connections
with n; even if they don’t know exactly which domain they are in. Ifigast one of these direct
connection attempts succeeds, thenow hasn; as a physical neighbor, and a virtual link is not
necessary.

If all direct connection attempts fail (or do not succeedcilyi enough), however, them con-
structs a virtual link to; usingn,, as a forwarding waypoint. In this way, theild-link procedure
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// build a link from noden to target node;,
/[ using noden,, as a waypoint if necessary
n.build link (n,,, n:) {

assert ¢ andn,, are neighbors)
assert ., andn, are neighbors)

try to contactn; by its IP address, MAC address, etc.
if direct contact attempt succeefls

build physical link fromn to n;
} else{

build virtual link fromn to n; via n,,

}

assert{ andn; are neighbors)

Figure 3-2: Pseudocode to build a physical or virtual link

takes advantage of underlying connectivity for efficienclyewever possible, but succeeds even
when only indirect connectivity is available.

IHR Network Structure

While virtual links provide a basic forwarding mechanistdR nodes must have an algorithm to
determinewhich virtual links to create in order to form a communication ph#dtween any two
nodes. For this purpose, all connected IHR nodes in a netaelfkorganize into a distributed
structure that allows any node to locate and build a comnatioic path to any other by resolving
the target node’s identifier one bit at a time from left to tighhe IHR network structuring algorithm
is closely related to peer-to-peer distributed hash tdbeT]) algorithms such as Pastry [209] and
Kademlia [156]. Unlike DHTSs, however, IHR uses this selfiamizing structure not only to look up
information such as the IP or MAC address(es) of a node frentiR identifier, but also as a basis
for constructinglHR-level forwarding paths between nodes for which undegyprotocols provide
no direct connectivity.

For simplicity of exposition we will assume that each nods bialy one identifier, each node’s
identifier is unique, and all identifiers are generated bystimael-bit hash function. UIA's endpoint
identifiers (EIDs) already meet these requirements. Wetkeidlt IHR node identifiers as opaqlie
bit binary bit strings. Théongest common pref(k CP) of two nodes:; andn., writtenlcp(ny,ns),
is the longest bit string prefix common to their respectiv® lidentifiers. Theproximity of two
nodesprox(ny, ng) is the length ofcp(nq, ne): the number of contiguous bits their identifiers have
in common starting from the left. For example, nodes 1011 H@ll have an LCP of 10 and a
proximity of two, while nodes 1011 and 0011 have an empty L& lzence a proximity of zero.
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Figure 3-3: Neighbor tables, buckets, and node ID space

Nodes that are “closer” in identifier space have a higheripritx. Since node identifiers are unique,
0 < prox(ni,n2) < lif ny # ng, andproz(n,n) = .

Each noden divides its neighbor table intbbuckets, as illustrated in Figure 3-3, and places
each of its neighbors; into bucketb; = prox(n,n;) corresponding to that neighbor’s proximity
to n. This distance metric, also known as the XOR metric [156F tie important symmetry
property that if node falls into bucket of noden’s neighbor table, then; falls into bucket of
ns's neighbor table. This symmetry facilitates the estalpfisht of pairwise relationships between
nodes, and allows both nodes in such a relationship to bdrafitrequests flowing between them
in either direction.

In order for a IHR network to be fully functional, the netwarlust satisfy the followingonnec-
tivity invariant Each node: perpetually maintains an active connection with at leastregighbor
in every buckeb, as long a reachable node exists anywhere in the networkdidd fit into bucket
b. In practice each node attempts to maintain at I¢asttive neighbors in each bucket at all times,
for some redundancy factér

Building Communication Paths

If the connectivity invariant is maintained throughout &Rl network, then any node can com-
municate with any target nodg by the following procedure, outlined in pseudocode in FegB+4.
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// build a communication path from node
/[ to target noden;
n.build _path(n;) {
1=1
by = prox(n,ny)
n1 = n.neighbortabldb; |
while (n; # ny) {
bit1 = prox(n;,ny)
assertb; 11 > b;)

ni+1 = n; — find_neighborin_bucket(b; 1)
if find _neighborin_bucket request failed
returnfailure: noden,; does not exist or is not reachable.

}

n.build_link (n;, n;4+1)
assert ;1 is nown's neighbor)

i=i+1
}

returnsuccesswe now have a working link ta;.

}

Figure 3-4: Pseudocode to build a path to any node

Noden first looks in buckeb, = prox(n,n;) of its own neighbor table. If this bucket is empty,
thenn; does not exist or is not reachable, and the search fails. elbtitket contains; itself,
then the target node is already an active neighbor and thehlssacceeds. Otherwise,picks any
neighborn, from bucketb,. Sincen;’'s andn;’s proximity ton are bothby, the firstb; bits of ny
andn; match those ofi’s identifier, while their immediately following bits are thoopposite that
of n. The proximity ofn, to n; is therefore at leagt, + 1.

Noden now sends a messagerig requestingr’s nearest neighbor ta;. Noden; looks in
bucketb, = p(n1,n,) in its neighbor table, and returns information about at least ook sode,
ny, if any are found. The information returned includes the lidéntifier of the nodes found along
with any known IP addresses, IEEE MAC addresses, or otheerlyioly protocol addresses for
those nodes. Node then uses theuild _link procedure in Figure 3-2 to establish a connection to
ns, via a direct physical link if possible, or a virtual link thughn, otherwise.

Now n, is also an active neighbor af, falling into the same bucket aefs neighbor table as,
but closer in proximity to:;. The original node: continues the search iteratively fram, resolving
at least one bit per step and building additional recursiveial links as needed, until it finds the
desired node or the search fails. If the search eventuatiyemds, then will have n; as an active
(physical or virtual) neighbor and communication can peate

In practice, nodes can improve the robustness and respomsiy of théuild _path procedure
by selecting a set of up tk neighbor nodes at each iteration and making _neighbor requests
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to all of them in parallel, in much the same way that Kademéeaflelizes its DHT lookups. Par-
allelizing the construction of IHR communication paths tzes added benefit that the originating
node is likely to end up having discovered several alterpatbs to the same node. The originat-
ing node can evaluate these alternative paths using soradlsucriteria, choose the best of them
for subsequent communication, and keep information allmubthers stored away for use if the
primary path fails. The two endpoint nodes can even balamaie traffic load across these paths if
they can find reason to believe that the paths are sufficiamiigpendent for load-balancing to be
effective in improving overall performance.

The Merge Procedure

The abovebuild path procedure is much like the lookup procedure used in the K&ddbHT,
modified to support construction of indirect forwarding lmbetween nodes that cannot commu-
nicate directly via underlying protocols. For network doastion and maintenance, however, IHR
requires a much more robust algorithm than those used inrmland other DHTs. DHTs gener-
ally assume not only that underlying protocols provide &mli/-to-any connectivity between nodes,
but also that nodes join or leave the network at a limited aaie relatively independently of each
other. In the discontinuous network topologies on which lidititended to run, however, a single
broken link can split the network at arbitrary points, cagghe nodes in either partition to perceive
that all the nodes in the other partition have disappearethasself the network split persists for
some time, the nodes on either side will re-form into two safganetworks, which must somehow
be merged again once the networks are re-connected.

IHR assumes that underlying protocols provide some meanghiigh topologically near IHR
nodes can discover each other and establish physical meighlationships. For example, IHR
nodes might use Ethernet broadcasts IPv4 subnet broadea#v6 neighbor discovery to detect
nearby neighbors automatically. The current UIA prototgemends on Bonjour [11] to provide
this local-area discovery function.

Nodes might also contain “hard-coded” IP addresses of soafiekwown IHR nodes on the In-
ternet, so that nodes with working Internet connectionsqrackly merge into the public Internet-
wide IHR network. Finally, the user might in some cases eipliprovide the address information
necessary to establish contact with other relevant IHR siodéhenever a new physical link is es-
tablished by any of the above means, the node on each endlifitiperforms thenergeprocedure
outlined in Figure 3-5, to merge itself into the network tessle from the other node.

The merge process works as follows. Suppose that ndukes noden; as a neighbor, falling
in bucketb; = p(n,n1) in its neighbor table. Ib; > 0, thenn andn; have one or more initial
identifier bits in common, and any neighborsmafin bucketsd throughb; — 1 are also suitable for
the corresponding buckets itis neighbor table. Node therefore requests information from
about about at least one of’s neighbors in each of these buckets, and builds a physicaftoal
(via nq) link to that node. Assuming’s neighbor table satisfied the connectivity invariams
neighbor table now does as well for bucketiroughb; — 1.
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/I merge noder into the portion of a network
I/l reachable from neighbar;

n.merge(n) {
1=1
by = prox(n,n)
while (b; < 1) {

forj =0thru(b; — 1) {
if n.neighbortabl€;] not already full{
n; = n; — find_neighborin_bucket(;)
if find_neighborin_bucket request succeedéd
n.build_link (n;, n;)
}
}
}

ni+1 = n; — find_neighborin_bucket(b;)
if find __neighborin_bucket request failed
break

bi+1 = prox(n,nit1)
assertb;11 > b;)

n.build_link (n;, n;4+1)
t=1+1

Figure 3-5: Pseudocode to merge a node into a network

Node n now asksn; for any neighbor fromn;’s bucketb; other thann itself, as ifn was
searching for its own identifier im,’s network. If such a nodes is found, then its proximity
by = p(n,n9) must be at leadi; + 1. Noden builds a link tons via n4, fills any empty buckets
0 < b; < by from ny’s neighbor table as above, and then continues the proaas:frfor neighbors
with proximity greater tham,. Eventuallyn reaches some nodg with proximity b;, whose bucket
b; contains no neighbors other thanitself. This means that there are no other nodes;ils
network with greater proximity ta thanp;, and son has satisfied the connectivity invariant in its
own neighbor table, at least with respect to the portion efrtetwork reachable from; .

Merge Notifications

After a noden merges into another nodg’'s network via themerge procedure above, however,
there may be other nodesiin’s network besides the ones thatontacted directly that also need
to learn aboutr beforetheir neighbor tables will satisfy the connectivity invariant fine new,
larger network. In additiony may not be just a “lone” node joining;’s network, but may instead
be a member of a larger existing network (reachable frdameighbor table) that previously split
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from or evolved independently from;’s network. In this case, many nodesifs network may
need to learn about nodesn’s network, and vice versa, before the connectivity invatriaill be
re-established globally.

To cause other nodes to update their neighbor tables ajgtelpy IHR uses a simple notifica-
tion mechanism. Whenever a nodanakes contact for any reason with a new physical or virtual
neighborn,,, and buckeb,, = prox(n,n,) of n’s neighbor tablevas not fullbefore the addition of
nn, n Sends a message to all of its existing neighbors notifyiegitbf the new node,,. In response
to this notification message, eachid$ existing neighbors:; contactsn,, via n;.build_link(n, n,,),
and then likewise merges intg,’s network vian;.mergén,,). If this process helps; to fill any
of its previously underfull neighbor table buckets, thensubsequently sends notificationsite
neighbors, and so on. The chain reaction stops when all ddiffeeted nodes cease finding new
nodes that fit into underfull buckets in their neighbor table

To understand this process, consider two initially segaltdR networks: a “red” network con-
sisting ofi nodesr; ... r;, and a “green” network consisting gfnodesy; ... g;. We say that any
given noden satisfies theed connectivity invariantf each bucket im’s neighbor table contains
at least one red node if any red node exists that could fit b liucket. Similarly, we say that a
noden satisfies thegreen connectivity invarianif each ofn’s buckets contains at least one green
node if any green node exists that could fit into that bucket.adsume that all green nodes initially
satisfy the green connectivity invariant, but no green sosktisfy the red connectivity invariant
because there are initially no connections between thenmddyeeen networks. Similarly, all red
nodes satisfy the red connectivity invariant but no red saddisfy the green connectivity invariant.

Now suppose that a physical link is somehow establisheddetwodes; andg;, connecting
the two networks. In response, performs anerge(g; ), filling any underfull buckets in its neighbor
table that can be filled from green nodes reachable ffprandg; likewise performs anerge(r)
to fill its buckets from nodes in the red network. Nadeeffectively locates and builds links with its
nearest (highest-proximity) neighbors in the green ngtwamdg; likewise locates and builds links
with its nearest neighbors in the red network. As a resulerdahe merge process satisfies the
green connectivity invariant ang satisfies the red connectivity invariant. Singeandg, already
satisfied the red and green invariants, respectively, adihgshew neighbors to a node’s neighbor
table cannot “un-satisfy” a previously satisfied conndistiinvariant, bothr; and g; now satisfy
the global connectivity invariant covering both red and green nodes.

Assuming node identifiers are reasonably uniformly disted, with high probability one or
both of r; andg; will find one or more new nodes in the opposite network thanfib ipreviously
underfull buckets. Before the merge, bucket prox(ri, g1) in bothr; andg; may already have
been full, which is likely ifr; andg; are far apart in identifier space. There may evemdaodes
in the green network that fall into underfull bucketsrin but this event is unlikely unless the green
network is much smaller than the red network. Similarlyréh@may be no nodes in the red network
that fall into underfull buckets i, but only if the red network is much smaller than the green
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network. If the two networks are similar in size, theoth v, andg; will almost certainly find new
neighbors that fit into underfull buckets.

At any rate, the discovery of new neighbors falling in thesdearfull buckets causes and/org;
to send merge notifications to their existing neighbors enr/d and green networks, respectively,
supplying a link to the opposite node as a “hint” from whiclart nodes in each network can
start their merge processes. Each node in either netwariksthatified in this way initiates its own
merge process to fill its neighbor table from nodes in the other netwin the process triggering the
merge process in its other neighbors, eventually leavingoales satisfying the global connectivity
invariant.

In practice it is important to ensure that the inevitablerfiuf merge notifications does not
swamp the whole network, especially when two relativelgéanetworks merge. Standard protocol
engineering solutions apply to this problem, however, agtate-limiting the acceptance or spread
of notifications, propagating merge notifications periatlicin batches, and keeping a cache in
each node of recently-seen merge notifications to avoidpaifig the same merge many times in
response to equivalent merge notifications received frdfardint neighbors.

3.3.2 Packet Forwarding

The previous section described how IHR nodes form a selroring structure in which any node
can build a communication path to any other node by recuyss@nstructing virtual links on top
of other links, but did not specify exactly how virtual linkgerate. In this section we explore
the construction and maintenance of virtual links in mor&itleWe will explore in particular two
alternative methods for implementing virtual links: oneséd on source routing, the other based
on recursive tunneling. Source routing potentially enalnledes to find more efficient routes and
keeps the basic forwarding mechanism as simple as possitile,the recursive tunneling approach
minimizes the amount of state each node must maintain ireigghbor table.

Source Routing

With source routing, each entry in a node’s neighbor tatderdpresents a virtual neighbor contains
a completesource routeto the target node. The source route lists the IHR identifiées sequence
of nodes, starting with the origin node and ending with tmgdtinode, such that each adjacent pair
in the sequence has (or recently had) a worlphgsicallink between them. Of course, since these
links need only be “physical” from the perspective of the IlRer, each link in a IHR source route
may represent many hops at the IP routing or link layers.

Consider for example Figure 3-6, in which the five nodes3, C, D, E/ are connected by a
chain of physical links. Noded andC have established a virtual linkC' by building a two-hop
source route via their mutual neighbBr, and node<’ and £ have similarly established a virtual
link CE via D. Suppose nodel subsequently learns abo#t from C' and desires to create a
virtual link AFE via C'. Node A contactsC' requestingC’s source route td, and then appendsS’s
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Figure 3-6: Source routing versus recursive tunneling

source route foC'E (A, B, C) to A’s existing source route fodC (C, D, F), yielding the complete
physical routed, B,C, D, E.

To send a packet t&, nodeA includes in the packet’s IHR header the complete source rfout
the virtual link AE stored in its neighbor table entry fé. Each IHR node along the path examines
the header to find the packet’s current position along ith,Eatd bumps this position indicator to
the next position before forwarding the packet to the nex Iibde in the path. Forwarding by
source routing in IHR is thus essentially equivalent to seuputing in IP [120].

In theory each node may have to store up to k entries in its neighbor table, whetés the
node identifier size and hence the number of buckets in tlghber table, and is the redundancy
factor within each bucket. In practice only the thg, N buckets will be non-empty, wher®&
is the total number of nodes in the network. With source réo@arding, neighbor table entries
may have to hold source routes for paths ugMo- 1 hops in length, in the worst-case network
topology of N nodes connected together in one long chain. In this case rezd may require
O(N log N) storage. In practical networks these source routes wilbafge be much shorter, so
this large worst-case storage requirement may not be agmobl

Recursive Tunneling

In contrast with source routing, where each entry in a nodeighbor table for a virtual neighbor
contains a complete, explicit route that depends only osighylinks, recursive tunneling preserves
the abstraction properties of neighbor relationships tywahg the forwarding path describing a
virtual link to refer to both physical and (other) virtuahlis. As a result, each neighbor table entry
representing a virtual link needs to hold only two IHR idéats: the identifier of the target node,
and the identifier of the “waypoint” through which the virtdmk was constructed. Recursive
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Figure 3-7: Forwarding by Recursive Tunneling

tunneling therefore guarantees that each node requireesttiniog N) storage, since neighbor
table entries have constant size.

In the example in Figure 3-6, nodé has constructed virtual linkC via B, and nodeC' has
constructed virtual linkC'E via D, and as befored learns abou® from C' and wants to construct
avirtual link AFE via C. With recursive tunnelingd does not need to duplicate its rodteor askC
for information about its route t& in order to construct its new virtual link tB. Instead,A merely
depends on the knowledge that it already knows how to gét, tand thatC' knows how to get to
E, and constructs a neighbor table entry fodescribing the “high-level” two-hop forwarding path
A C E.

Recursive tunneling has several beneficial propertiest,Hince each neighbor table entry for
a virtual neighbor needs to store only two IHR identifierg, size of each neighbor table entry can
be limited to a constant, and the size of a node’s entire bheigtable depends only on the size
of IHR identifiers (and hence the number of buckets), and timaber of entries in each bucket.
Second, if “low-level routes” in the network change, allgher-level routes” that are built on them
will immediately use the correct, updated information withinformation propagation delays. For
example, if nodeD above goes down making the pathD, E unavailable, bu€ finds an alternate
route toF, then the virtual linkA E will automatically use this new route without even having to
be aware that something @i's neighbor table changed.

The actual packet forwarding mechanism for recursive tlimgpds of course slightly more
involved than for source routing. As illustrated in Figur& 3o send a packet t&, nodeA wraps
the packet data in three successive headers. First, itiquiepe IHR tunneling header describing
the “second-level” virtual path from to E via C'. Only nodesC' and E will examine this header.
Second,A prepends a second IHR tunneling header describing the-féist” virtual path from
Ato C via B. Finally, A prepends the appropriate lower-layer protocol’'s headeh as an IP or
Ethernet header, necessary to transmit the packet via trsicphlink from A to B.

When the packet reaches noBte B strips off the lower-layer protocol header, and looks in the
first-level (outer) IHR tunneling header to find the IHR id&at of the next hop.B then looks up
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this identifier in its neighbor table, prepends the appeipr(new) lower-layer protocol header, and
transmits the packet 10

When the packet reaches nadeC strips offboththe lower-layer protocol header and the first-
level IHR tunneling header (sinad@ was the destination according to that header), and examines
the second-level tunneling header to find the final destnafi. C' now looks upF in its neighbor
table and, finding thak is a first-level virtual neighbor(' prepends a new first-level tunneling
header describing the route frato £ via D. Finally, C prepends the lower-layer protocol header
for the physical link fromC' to D and forwards the message o D subsequently forwards the
message td’, which finally strips off the lower-layer protocol headerddnoth of the tunneling
headers before interpreting the packet data.

Path Optimization

When an upper-layer protocol on one node attempts to costaue other node via IHR, the
build _path procedure described in Section 3.3.1 searches the netwadtwse for the requested
node identifier, and in the process may build one or more alitinks using thebuild _link pro-
cedure of Section 3.3.1. The search process through whiade thirtual links are constructed is
essentially driven by the distance relationships in IHRhtder space, which have nothing to do
with distance relationships in the underlying physicaldiopy.

Each IHR node has complete flexibility, however, in the waghiboses thé: nodes to fill a
particular bucket in its neighbor table whenever there apoeenthank nodes in the network that
could fit into that bucket. If the network contaidé nodes with uniformly distributed identifiers,
then we expect nodes to have some flexibility in their choit@aighbors throughout the first
logs N — logs k buckets. Further, we naturally expect nodes to select test*ti nodes they
find for each such bucket: either the closest in terms of ghysopology (IHR hop count), or the
best according to some other pragmatic measure involviegds, bandwidth, and/or reliability for
example.

In general, therefore, we expect the first few iterationdhebiuild _path process to stay within
the node’s immediate topological vicinity, with subsequbaps covering larger topological dis-
tances as the remaining distance in identifier space is ggoiyely narrowed. While the first few
build _path hops will depend only on physical or inexpensive “low-ofdértual links, the last few
hops might each depend on an expensive “high-order” vitinlal eventually resulting in a commu-
nication path that criscrosses throughout the network iglayrnon-optimal fashion. It is therefore
important that we find a way to optimize the routes produceadguhis process.

The most basic path optimization is inherent in béld _link procedure. If a nodel locates
target nodeB via the build _path process, butd subsequently finds that it can contagtdirectly
using underlying protocols such as IP using address infliomat discovers during the process,
thenbuild _link will “short-circuit” the path fromA to B with a physical link requiring no IHR-
level forwarding.
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Figure 3-8: Path optimization opportunities on differespidlogies, whem builds a virtual link to
FviaD.

A second important path optimization is for nodes to cheakofovious redundancies in the
routes produced as higher-order virtual links are builtrfiower-order virtual links. Source rout-
ing makes this type of path optimization easier, since eade has information about the complete
physical route to each neighbor in its neighbor table, buiwlleexplore a more limited form of path
optimization as well that works with recursive tunnelingth€ more sophisticated forms of path
optimization are certainly possible and desirable, suap#mizations relying on a deeper analysis
of the relationships between known neighbors, or based diti@ahl information exchanged be-
tween neighbors beyond the minimal information requiresh&intain the network and build virtual
links. We leave more advanced path optimizations for futupek, however, and focus for now on
the effects of simple optimizations that rely on strictlgdbinformation.

Source Route Optimization

In IHR forwarding by source routing, we optimize source esuvhen combining two shorter paths
into a longer one simply by checking for nodes that appearoth shorter paths. For example,
in Figure 3-8(a), suppose nodk has established a virtual link D via B with path A, B,C, D,

by building on virtual link BD with path B, C, D. A virtual link also exists betwee® and F'.

A now learns abouf’ through D and attempts to create a virtual linkF’ via D. Without path
optimization, the resulting path will bd, B, C, D, C, B, F'. The path can be trivially shortened to
the optimalA, B, F', however, simply by noting thd® appears twice and eliminating the redundant
hops between them.

The same optimization shortens the path frdno F in Figure 3-8(b) fromA, B,C, D,C, E, F
to the optimalA, B, C, E, F'. This path optimization does not help in the case of FiguB{c3;
however, sinced does not necessarily know thBtand £/ are direct neighbors.
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Recursive Tunnel Optimization

Path optimization is not as easy in forwarding by recursiveels, because the information needed
to perform the optimization is more spread out through thevaek. For example, in Figure 3-8(a),
node A knows that the first hop along virtual link D is the physical linkAB, but A does not
necessarily know what type of linB D is and may not even know that nodeexists.

In general, for any virtual link fromm to ny via no, noden also contains in its neighbor table
a virtual or physical link representing the first hop fremo n,. If the lower-order link fromn to
ny is a virtual link via some nodes, thenn also contains in its neighbor table a physical or virtual
link from n to n3, and so on. We call this chain of intermediate nodes alongaltie fromn to n;
thatn inherently knows about’s first hop chainfor n;. For example A’s first hop chain forD in
Figure 3-8(a) is4, B, D, whereadD’s first hop chain ford is D, C, B, A.

To implement path optimization for recursive tunnels, weeas thebuild _link procedure of
Section 3.3.1 so that when a nodattempts to build a new virtual link te; via waypoint nodeu,,,

n contacts its existing neighber,, requestingr,,’s first hop chain fom;. Noden then compares
the information returned against its own first hop chainsqr, and short-circuits any redundant
path elements.

For example, in Figure 3-8(a), nodkis building a virtual link toF" via D, so A requestsD’s
first hop chain toF', which is D, C, B, F. A compares this chain with its first hop chain fbr,
which is A, B, D, discovering redundant node and shortening the path tb, B, F'.

This form of path optimization does not help in Figure 3-8(wever, where the redundant
path component betweeti and D is hidden fromA because” is not in A’s first hop chain. Sim-
ilarly, this optimization does not handle Figure 3-8(c) fbe same reason that the source routing
optimization above fails.

3.4 Compact Routing

Scaling pressures resulting from the Internet's growthehereated a strong interest @@mpact
routing, which promisegrovablyshort routes and small forwarding tables [2, 15,56, 139,24%).
Compact routing would in theory be very useful in the conteixtUIA, because it would ensure
that (as with Identity Hash Routing) a large humber of nodey participate in a self-organizing
routing structure while requiring each node to maintairy@émall (sublinear in the network size)
amount of state, and (unlike Identity Hash Routing) theirmuglgorithm would also guarantee a
small (typically constant 00 (log N)) bound onstretchor inefficiency of paths chosen. Existing
compact routing schemes have so far failed to bridge the gap fheory to practice, however,
in part because they were formally developed and describexti@ralizedalgorithmsthat take a
monolithic network map (assumed to be static), and compet af routing tables for all nodes at
once. Practical routing protocols such as UIA requirespimti@st, must perform their computations
in a decentralized and incremental fashion, and must best@gainst dynamic topology changes
and failures.
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This section explores one possible design for a practicalpext routing protocol for UIA,
based on the theoretical work of Thorup and Zwick (TZ) [24bhis decentralized protocol com-
putes routing tables wit®(log V) entries and bounds path stretch®glog N'). When more space
and bandwidth are available, routes shorten smoothly atwdreatically. Previous compact routing
work did not consider congestion caused by the choice okemuive find that the TZ protocol is
unfortunately subject to hot spots, and modify our protdodmprove congestion on a variety of
simulated topologies.

3.4.1 Introduction to Compact Routing

Scaling pressures caused by the Internet's ongoing explosisize and diversity have fueled an
increasing interest in new approaches to Internet rou8ig4[7,80,139,235]. Recent theoretical ad-
vances ircompact routingalgorithms [2, 15, 56, 245] suggest the possibility of mudrenscalable
routing techniques with formally provable performancepanties, but these techniques have yet
to cross the chasm from formal, centralized “algorithm” tagtical, distributed “protocol.” Some
practical issues that still must be solved before any ofgladgorithms will become usable include:
(a) creating protocols to compute compact routing tableeementally using locally available in-
formation, (b) analyzing the performance of the resultiogtes on diverse network topologies, (c)
ensuring that routing table maintenance does not cause tmh ontrol traffic overhead [140],
(d) providing the administrative controls over routing ippldemanded by network operators, (e)
providing resiliency against topology changes and tempdeilures, and (f) designing a realistic,
evolutionary deployment strategy. We do not solve all o§éhproblems here, but merely attempt to
take a step forward in understanding and addressing thadripavaluate the suitability of compact
routing as a method of providing overlay routing in UIA.

This section explores one approach to developing a practicapact routing protocol, based on
Thorup/Zwick’s variable k-level) compact routing scheme [245], which we refer to a& . TZZk
uses a selection ¢hndmarksdistributed throughout the graph as the roots of multipleriapping
routing trees; two nodes wishing to communicate chooselibst" routing tree of which they are
both members and route within that tree. kiTarranges these landmarks in a configurable number
(k) of levels routing trees built around the more numerous low-levedllaarks have smaller mem-
bership, ensuring globally that every node participatesnily a few trees. With one levek(= 1),
TZE behaves similarly to classic distance-vector routing,ifigcdbptimal routes using)(n)-size
routing tables. Two levelsk(= 2) yields worst-case stretch of 3 and routing tables of §iz¢/n).
With log n levels, TZ hasO(log n) worst-case stretch and routing tables of sizgog n). We
choose TZ as a starting point because its variable-level design midklkesoretically much more
flexible and scalable than fixed, two-level compact routioesnes [56], whose requirements of
O(V/N) state per node may be reasonable for large networks of lagees (e.g., core routers)
or small networks of small devices (e.g., personal devicearoad hoc network of limited size),
but are probably not reasonable for an Internet-size né&taamtaining of billions of small personal
devices participating in one overlay routing cloud.
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Analysis of compact routing algorithms in prior work hasueed primarily on routing table
size and stretch, but other factors such as path congesésitience to failures, route computa-
tion/convergence delays, and control message costs aa#fyempiportant in practice. The primary
contributions of the present work are to build a simple disted routing protocol based on £2n
order to evaluate the scheme’s usefulness for UIA overlaging, and to perform a large-scale
simulation-based analysis of the protocol on a variety @afpbrtypes, including both synthetic
graphs constructed from different theoretical models aadistic graphs of up to 190,000 nodes
derived from actual Internet topology. We will note diffaoes between our protocol and F2s
they become relevant.

We find later in Chapter 7 that TZcreates substantial congestion of global routing paths nea
high-level landmarks, and we introduce a means to contmlstiverity of this congestion via an
adjustable tradeoff against per-node routing table sizng€stion probably cannot be eliminated
entirely, however, leading to the practical observatioat fandmarks may need to be chosen not
randomly as in “pure” TZ but deliberately to be nodes adequately provisioned tolbahis con-
gestion. This need for careful landmark selection may tafately limit TZx's potential usefulness
for UIA overlay routing, since we prefer UIA nodes to be fulelf-managing,” but it may be pos-
sible to limit the negative effects of this congestion in #iteations most normal users care about,
for example by combining the techniques explored here waithesof the techniques explored in the
previous sections on Social Routing and Identity Hash Rguti

The compact routing protocol presented here also refingshy£nabling nodes to use multiple
independent routing trees for resilience against temparatwork failures. This thesis does not
develop or analyze the protocol in a fully dynamic settinghie context of long-term topology
changes, however.

3.4.2 Routing Protocol Design

We assume that the network is represented by a weightedgeatetl graph whose edge weights rep-
resent some suitable distance or cost metric for each lokad-trip delay for example. We assume
that all network nodes are routers (which is typically theeca UIA), and we leave consideration
of link capacity issues for later.

The key idea of TZ and our protocol is to replace the single routing tree of thegrifock/Kamoun
model [134] with many overlapping routing trees of varyirges. All nodes share membership in
a few large routing trees, which they use to route betwedartisodes, but many smaller rout-
ing trees provide efficient local routes. This shift from goeting tree to many enables k4o
achieve low stretch on arbitrary networks, including orhhjgconnected graphs where the Klein-
rock/Kamoun model fails [140]. Figure 3-9 illustrates #ameuting trees in an example network—
those centered at nodes A, B, and C—and the distinct butapygrg “clouds” of nodes participat-
ing in those trees.

There are four main processes comprising our protdemidmark selectionrouting tree con-
struction global addressingandroute selection The first three processes compute the tables that
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' Level 2 routers — A'a routing tree (level 2)

. Level 1 routers B's routing tree (level 1)
O Level 0 routers C's routing tree (level 1)

Figure 3-9: Landmarks in Thorup/Zwick (kX scheme

nodes require to route messages; this computation couldricile be done either centrally or in
distributed fashion, and either offline or online, althodghUIA overlay routing we naturally want
to support distributed online computation. The final routestion process occurs dynamically
when a given pair of nodes wish to communicate.

In the landmark selectiomprocess, each node receives—or assigns itself—an intaggmark
level The total number of landmark levels, is a configurable parameter, and the specific choices
of landmarks and levels may be either automatically or athtnatively controlled; for UIA routing
we of course prefer automatic control. The basic goal is farhehigher level + 1 to contain
approximately a constant, evenly distributed fractionhef kandmarks from level In Figure 3-9,
all nodes are landmarks, and dots of different sizes ineliddterent landmark levels.

Routing tree constructiors largely automatic but can also be tuned administrativfiehgeces-
sary. In this process, every node in the network searchegodifrom itself for nearby landmarks,
and joins multiple shortest-path routing trees rooted ailmseat of those landmarks. To maintain
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Figure 3-10: Routing tree selection

TZk’s worst-case stretch guarantee2éf— 1, each node: joins the routing tree of every landmark
at each level that is closer ta: thanu’s closest level + 1 landmark. With a suitable distribution

of landmarks, each node is required to join only a few routhegs at each level, keeping routing
tables compact. Nodes may join the routing trees of additjanore distant landmarks beyond this
minimum requirement as their storage permits, howeverronipg both stretch and congestion.
In a dynamic network, nodes may join the routing trees of revdinarks that appear within their
“range” for that landmark level, and may leave the routirg$ of landmarks that fail or go outside
of the node’s range for that level.

Figure 3-9 shows three overlapping routing trees: two alléyand a level 2 tree covering the
whole network. Figure 3-10 illustrates how a particular @madllects nearby landmarks, using its
closest levet + 1 landmark as a “horizon” at which to stop collecting levédndmarks.

Finally, each node forms global addresdor itself consisting of the identities of its closest
r landmarks at each level, and a locator on each of those lakdhrauting trees, where is a
redundancy factor for robustness against failures. A nodéshing to send a message to another
nodewv searche®’s global address for the best landmark also known Bind routes the message
over that landmark’s routing tree. The two nodes may optipriarther improve their route for
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ongoing communication by exchanging information abouitamthl landmarks that may be present
in their routing tables but not “published” in their globaldresses.
The following sections describe each phase in detail.

3.4.3 Landmark Selection

There are many possible ways to choose landmarks. The sgarciperty we wish this assignment
to satisfy is that if any network node performs a best-firsrae outward from itself and places all
the landmarks it encounters in order of distance from itse#hould encounter a small number of
landmarks at each levébefore encountering the first landmark at level 1. This is the property
that determines the compactness of a given node’s routinig. ta

Randomized Landmark Selection

The original TZ algorithm makegverynode a landmark, and assigns landmark levels by a random
process. Every node begins as a lévieindmark. Ifk total landmark levels are desired in a network
of n nodes, then TE selects the landmarks for levéH- 1 by including each level landmark
independently with probabilityx~'/%. With this distribution of landmarks, every network node
encounters about!/* landmarks at any levelas it searches outward from itself before finding the
first level: + 1 landmark.

If & = 2, for example, then TE randomly chooses aboytn of the n total nodes to be level
1 landmarks, leaving all remaining nodes as level 0 landmatkk = log, n for some constant
b > 0, then the total number of landmarks decreases by a factbrabkach level. In this latter
case, randomized landmark selection is easy to performutyadecentralized fashion: each node
chooses a random identifier expressed in Basad its landmark level is simply the number of
leading zero digits in its identifier.

Explicit Landmark Selection

Although TZk’s randomized landmark selection process provides a simplens of guaranteeing
compact routing tables, in a practical large-scale netwawknelandmarks may have to be chosen
deliberately for reasons of bandwidth and reliability. As will see later in Section 7.4.3, global
traffic routes tend to converge on and around high-leveltearéis in a T4 network. This route con-
vergence may cause network overload unless these landararkieliberately chosen (designejl
to be nodes that are adequately provisioned to handle tkieincarred by this route convergence.
In addition, a failure at or near a high-level landmark i€hkto affect a disproportionately large
portion of the network, so the highest-level landmarks &hbe chosen to be highly reliable nodes.
For these reasons, unlike £Zour protocol assumes that some or all landmarks may be ghose
administratively. Although for UIA overlay routing purpas we would prefer il participating
devices were fully self-managing, it may be reasonablegaras that a small percentage of devices
may be administratively assigned to the highest landmamiide e.g., high-capacity UIA routing
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“hubs” deployed by companies wishing to ensure that the bd8ed personal devices they sell
perform well.

If a network operator is not sufficiently careful about laratinselection, however, some net-
work nodes may end up with larger routing tables than othHrthere are many level but not
enough leveR landmarks in a given area of the network, for example, thetesdn that area may
have overly full routing tables at levél because they must search outward through many level 1
landmarks before encountering the closest level 2 landngukh situations are easy both to detect
and to rectify, however. A node whose level 1 routing tableagrtoo large might trigger an alarm,
for example. In response to this alarm, a network operataldcsimply pick a level 1 landmark
from the middle of the node’s routing table and promote itetieel 2, thereby “chopping off” the
node’s level 1 routing table at that point. Once too many haadks in the area have been promoted
to level 2, the network operator may have to promote some adethio level 3, and so on. Our
protocol thus allows routing table compactness to be edseitber automatically, through %%
random selection process, or administratively as the n&tewaolves, simply by “oiling the wheel
that begins to squeek.”

Landmark Pruning

The original TZ algorithm makesverynode a landmark, each serving as the root of a distinct
shortest-path routing tree. In our protocol, however, weuae that the set of landmarks may be
a subset of all nodes; a non-landmark node participates eornotiting trees of nearby landmarks
but does not have a routing tree of its own. Although omittemgdmarks may in general increase
stretch, it is easy to prove that certain landmarks may betedor prunedwithout affecting the
routes chosen by the protocol.

Consider for example any pair of adjacent nodeand v such that when the edge between
them is removed, the graph component containinigrms a tree. All nodes in this “edge tree”
including . may be pruned from the set of landmarks, leavings their nearest landmark. Since
the pruned nodes can only reach the rest of the network throuthe shortest-path routing trees
their landmarks would form beyondwould use exactly the same routesu&srouting tree itself,
and there is only one loop-free way to route within the edge iiself.

Similar pruning optimizations may be possible even withiapih cycles, but this simple edge
tree optimization may be particularly useful for Intertike topologies, which tend to be highly
connected at the core but treelike at the fringes [147]. dddén the large Skitter [38] graph we
used as one of our test topologies, about 26% of the nodeseatetl in edge trees and thus need
not be landmarks.

3.4.4 Routing Tree Construction

Once the landmarks are selected and assigned levels, docgrcomputes a routing tree rooted
at each landmark permitting any two nodes residing on theesame to communicate. There are
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essentially three parts to this problem: determining tinectiire and extent of each routing tree,
assigningaddressesr locatorsto each node on a tree, and using those addresses to routge®sss
over the tree. Only the first part of the problem is highly sfped¢o our protocol or TZ; for
assigning locators and routing on a particular tree mani+kvelwn techniques may be used.

Forming Routing Trees

The size and shape of the routing tree around each landmaildtesmined implicitly by the set
of nearby nodes that “choose” that landmark for their rautibles, which in turn depends on the
topology of this neighborhood. As explained above, eveldenojoins at least the routing trees of
all level i landmarks closer than any leviel- 1 landmark, and may join the trees of additional more
distant landmarks if desired to optimize stretch or congesit the expense of routing table size.

Since there are no landmarks at lekdb serve as a “horizon” for levdl — 1 landmarksgvery
node in the network participates in the routing trees roatexhch of the levet — 1 landmarks; these
form the network'sglobal routing trees The membership of the smaller routing tree surrounding a
lower-level landmark is termed the landmarkslusterby Thorup and Zwick, and is suggestive of
though not the same as a cell in a Voronoi diagram.

Each landmark’s routing tree should bshwrtest-path treethat is, the path taken along the tree
from any member node to the landmark serving as the tree’s root should be a shortest path from
u to [. This shortest path property is crucial to theklalgorithm’s formal stretch guarantee.

Distributed Routing Tree Construction

In principle, routing tree computation may be performedtialy on a complete graph of the net-
work and the resulting routing tables shipped to the nodesige, or the nodes themselves could
compute their own routing tables via a distributed protoddie original TZ algorithm was pre-
sented in terms of a centralized computation, but to pernoitentletailed analysis we explore a
simple distributed message-based protocol based on thathig. Although the current message-
based protocol is rudimentary, it demonstrates that coatipuat of TZk routing tables has deep
similarities to classic distance-vector routing, so mashhiques used in existing distance-vector
protocols may be reapplicable to compact routing.

In our protocol, each node learns about nearby landmarksaihdk its routing tables incre-
mentally by gossiping with its neighbors. Each node’s rgitiable stores the set of landmarks the
node has discovered so far for each level, and for each sadmkrk, the length of the shortest
known path to that landmark and the identity of the “next hafdng that path. In this respect
our protocol works much like a classic Bellman-Ford distaxector protocol, except that in our
protocol each node sets a “distance horizon” on the set afnbanks it learns at a given leveél
based on the closest known level 1 landmark it has learned (if any). Whenever a node learns
from a neighbor about a new landmark at some lévebr a better route to an already-known level
1 landmark—that is closer than the closest currently-knoswelli + 1 landmark, the node updates
its routing table and then broadcasts the route to all ofétghbors. If the node learns a route to
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a leveli + 1 landmark that is closer than one or more known routes to legelower landmarks,
then the protocol can either throw away the “excess” lowegel routes to keep each node’s routing
table to the minimum size, or retain a limited number of extnaies in order to reduce stretch and
congestion, as described later.

Addressing and Routing on Individual Trees

The simple distributed protocol above effectively formsharsest-path tree around each landmark
containing the appropriate set of member nodes as per thgeetents of the TE algorithm. How-
ever, the simple distance-vector protocol only providesitifiormation necessary to route packets
inward on each tree toward the landmark; we require the ability twer®oth inward and outward
on the tree, from any node on the tree to any other node. Fopthipose a variety of well-studied
routing schemes are suitable; we touch on only a few paatilyutelevant ones here.

The simplest solution is to extend the distance-vectorgaatabove so that nodes gossip and
store complete source routes to their nearest landmarteaohsf just the “next hop.” A node’s
“address” on a landmarks routing tree is simply:’s source route té. If » wishes to reach another
nodewv over!’s tree,u simply reverses’s source route té, appends the result t@s own source
route to! yielding a source route from to v throughi, and trims any cycle from the resulting
path. The danger of this approach is that source routes ntayreelongO(n) on arbitrary graphs,
although this should not be a major problem on Internet-fikale-free graphs, which have low
diameter.

As an alternative to source routing, interval routing [2&&h route over trees using addresses
that are always of siz&(log n) regardless of network topology. Classic interval routiaguires
each node to have storage proportional to its degree, butuphand Zwick propose a scheme
that combines interval and source routing so as to use tieeesses of siz€(log? n) and constant
storage per node regardless of topology [245]. Most réaligttwork nodes use storage proportional
to their degree anyway, however, just to keep track of thiestaf each link for example, so classic
interval routing techniques may be adequate from a practarapactness perspective.

The primary practical disadvantage of interval routincghet it requires ongoing maintenance of
the address space and perhaps occasional renumberingresvtioek topology evolves. A straight-
forward way to address this challenge is for each landmadkvide time intoepochsand compute
a new set of routing tree addresses for each epoch, taggihgrea-address with the epoch counter
so that more than one epoch’s addresses may be used at oneedmsdin the landmark’s routing
tree may transition gracefully from one epoch to the nexis Bpproach is reminiscent of the Des-
tination Sequenced Distance Vector (DSDV) routing al¢ponif182] for mobile ad hoc networks,
although the epochs used for compact routing may need torlgedcsince our protocol must as-
sign addresses and build a routing structure usable foingptwutward” from landmarks to nodes
participating in its tree, and not just “inward” toward daations as in DSDV.
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3.4.5 Global Addresses

Once the above routing trees are constructed and all nodeddated their nearest landmarks at
each level, each node choosegl@bal addresgor itself. In our protocol, the global address of any
nodeu contains the identities of thelandmarks closest to (i.e., the first- landmarks at each level
of u's routing table)u’s distance from each of those landmarks, aigtree-address on the routing
trees of each of those landmarks. Using source routes aadd¥esses, for example, each node’s
global address consists of its closesaindmarks at each level and its distances and source rautes t
those landmarks.

Our protocol'sredundancy factor > 1 is an adjustable parameter that controls a tradeoff be-
tween global address size and robustness against faiages will explore in detail later. A value
of » = 1 corresponds to the original KZalgorithm, which guarantees all nodes global reachability
and bounded worst-case stretch, but only in the absencdlufefa If tree-addresses are of size
O(log n), as with interval routing or source routing on a scale-fresph, then each node’s global
address is of siz&(rk log n).

The fact that a node’s global address has a structure thahdsmn network topology creates
two challenges, however. First, this means thak Twovides name-dependent rather than name-
independent routing, so to use itin an architecture like Wi relies on nodes having flat, location-
independent endpoint identities (EIDs), nodes still remaiway taresolvean EID into a global ad-
dress that is directly usable for routing. Fortunatelys tthistributed lookup/resolution is precisely
what DHTs were designed to accomplish, so a standard DH¢bf146,156,194,209,234,271]
built on top of TZ: but below UIA's naming layer provides an obvious approachddressing this
challenge. Other potentially useful, “locality-awarethmiques for resolving location-independent
names have been developed for ad hoc networking [43] andeirfatmal literature on name-
independent compact routing [2, 15].

Second, since network topology changes may result in clsatog¢he node’s set of closest
landmarks, as well as to the node’s position and tree-agdneshose landmarks’ routing trees, the
node’s global address must change over time and the Ellidceas resolution mechanism must
adapt to those global address changes, ideally while nimiimgacontinuous connectivity during
these changes whenever possible. DHT protocols genetgdlyost dynamic changes to key/value
pairs they index and store, so in theory these dynamic updagenot a problem, but in practice
there may be efficiency issues if many nodes’ global addsesisange too rapidly. We leave most
of these EID resolution and dynamic adaptation challengefufure work.

3.4.6 Route Selection

There are two situations to consider when two nodesidv wish to communicate: one in which

u must “unilaterally” choose a route towith no information other tham’s routing table and’s
global address, and one in whightandv are already in contact but wish to choose the best route for
ongoing traffic. We consider each of these cases in turn.
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Unilateral Route Selection:

If a nodeu wishes to communicate with an arbitrary target nodiethe networku must first obtain
v's global address—by looking it up in a directory such as DN& OHT as suggested above, for
example. Given the targets global address, then compares’s published list of landmarks with
those inu’s own routing table, picks the “best” landmakknown to both nodes, extractss tree-
address om's routing tree fromv’s global address, and uses that tree-address to send agaé¢ssa
v overl’s routing tree. In the original TE algorithm, in which each node’s global address contains
only the single closest landmark at each level (correspant » = 1 in our protocol),u simply
picks the lowest-level landmark and tree-address foanglobal address. Whempicks a route ta
“unilaterally” this way without cooperation from, TZk guarantees a worst-case stretciof- 3,
somewhat higher than the theoretical optimun2/of- 1 [245]. To obtain2k — 1 worst-case stretch
TZEk requires dhandshakingphase, described below.

In our protocol, howevery’s global address contains entries per level, and the best route
betweenu andv could be via the routing tree of some landmark (slightlyHar fromv thanv’s
closest landmark at that level but (much) closer:toSince our protocol includes's distance to
each of its landmarks in's global address; can estimate the total distance over a given landmark’s
routing tree by adding/'s distance to the landmark ands distance to the same landmark. This
result is a conservative estimate, since a message willabaally reach the landmark if the source
and target nodes are within the same “branch” of the tree.

Cooperative Route Selection:

Onceu andv are in communication ovesomeroute, they may be able to find a better route through
handshaking. The original TZalgorithm requires such a handshaking step in order to aehie
optimal stretch bound dfk — 1. Onceu first contact over its unilaterally-chosen pathuses the
same unilateral route selection procedure to find a routk tmag; in doing so,v may find a better
(lower-level) landmark known to both andv. v then responds ta with an indication of the best
landmark, and both nodes use the chosen landmark for sudrstecpmmunication. TEs optimal
worst-case stretch depends on the two nodes routing onwlestdevel landmark that either node
can discover unilaterally, hence the handshaking req&ntm

An interesting and potentially useful property of AAnd our protocol is that its worst-case
stretch bound for the path betwearparticular pair of nodesu andv, becomes smaller if; and
v are close together. In particular, if two nodesndv agree through handshaking to use a level
tree, the worst-case stretch for their subsequent commuimicis2; + 1.1 Thus, routing between
nearby nodes on a level 0 tree is always optimal (stretclolijing on a level 1 tree has a worst-case
stretch of 3 regardless of the total number of leviels the network, and so on.

In our generalization to TEZwith the redundancy parameteru can unilaterally estimate the
cost of the (at least) available redundant paths tcas described above, butandv may find still

Thorup and Zwick do not point out this property explicitlytiumay be read easily from their proofs.

94



better paths by dynamically exchanging additional routaigle information not included in their
respective global addresses. For a precise selection beftgpath, the two nodes could simply try
several paths and dynamically select the best (e.g., thevithéhe shortest delay), or ideally even
use multiple paths simultaneously if supported by uppgedgrotocols [121].

In the limit, if we setr = oo in our protocol, then each node publishes in its global etk of
the landmarks it knows at each level—i.e., its full routiagle. If & = log n and each tree-address
is O(log n) size, then each node’s global address is of 6igen'/*log n), or O(log® n) in the case
of £ = log n. This additionallog n factor in global address size not only purchases redundancy
against failures, but also guarantees the asymptoticaliynal 2k — 1 worst-case stretctvithout
handshaking, since already has all the informatiommight provide in TZ’s handshaking step.

If » findsv's global address in a directory or DH%,need not necessarily retrievés entire
global addressy could instead send the directory service a Bloom filter [3#hmarizing the
identities of the landmarks i's routing table, and the directory service merely retuhtse entries
from v’s global address for landmarksmay know about.
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Chapter 4

Transport

Once personal devices are conveniently nameable via thepdisonal naming system, and can
efficiently locate and connect with each other via UIA's dagrouting system, devices still need to
be able tautilize their connection effectively in order to support the wideiety of applications that
current and future users expect to run on their personateésvin contrast with the terminal- and
batch-oriented applications that the Internet was orlirgesigned around, modern applications
are often highly interactive, allow multiple communicatiactivities to occur at once in parallel,
and can be very sensitive to network transmission or reimgleielays.

This chapter rounds out UIA by introducit8jructured Stream Transpdi$ST), a new transport
protocol developed specifically to support the highly iatéive and concurrent applications that are
becoming common on modern personal devices. We first extiierenotivation and goals for the
new transport in Section 4.1. Section 4.2 then introducesstituctured streamabstraction that
the new transport is built on, and Section 4.3 explores hasvrtbw transport abstraction may be
leveraged in a variety of different applications. FinaBgction 4.4 details the design of the new
transport protocol.

4.1 Motivation and Goals

Current Internet transports offer applications a choidesben two abstractions: reliable byte streams
as in TCP [242] or SCTP [232], or best-effort datagrams asiPl185] or DCCP [136]. Streams
are convenient for large or long-running activities thatsinpreserve data content and order, such
as terminal sessions or file transfers, but datagrams mficeeefly support numerous small trans-
actions that need to proceed independently as quickly aslpessuch as DNS requests or frames
of a media stream.

The classic stream and datagram abstractions are conlbgingple and worked reasonably
well for the types of applications that dominated the eanltginet. Long-lived TCP streams are
well-suited to character-stream-oriented terminal pok® like Telnet [186], Rlogin [128], and
Secure Shell [264-267]; batch text messaging systems sudfrmail [58, 135, 168, 201] and
USENET [77,114,175]; and bulk data transfer protocols kTP [113,187]. Small, ephemeral
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UDP datagrams are suitable for simple transactional potdéogith small requests and replies, such
as DNS queries [256] and NFS block 1/0 [217].

4.1.1 The Mismatch of Traditional Transports with Modern Ap plications

Modern Internet applications, especially interactive limagions designed for today’s mobile per-
sonal devices, are placing increasing strain on the toaditi stream and datagram abstractions,
however. Modern interactive applications such as web besy$or example, often usenaixtureof
small and large transactions: such an application facesvavektradeoffs, because it could benefit
from the efficiency of UDP for small transactions but need®T&handle the occasional large ones.
Using one TCP stream per transaction as in HTTP/1.0 [29] snpker use of network resources
and is unfair to other applications when a client uses mamgwoent streams; serializing trans-
actions onto persistent streams increases transactiemciaf171]; and implementing pipelining
correctly in web servers has proven challenging enouglsthain years after the standardization of
HTTP/1.1 [78], popular browsers still leave pipeliningatited for compatibility [141, 165].

Similarly, multimedia streaming applications are becanincreasingly important on mod-
ern personal devices. RTP [256] over UDP may be adequatextms-fate voice communication
in which all media frames are small, but modern high-definitivariable-bit-rate video encod-
ing schemes can produce occasional large frames. Theseftarges are especially likely to be
dropped, because UDP drops an entire datagramyibf its composite fragments are lost in transit
due to congestion or transmission errors, and cannot setiatost fragments. At the same time,
these large frames are often semantically the most critineknot to drop, since they typically
represent “key” frames with respect to which other nearbynfes are represented via differential
encoding. Multimedia streaming applications can and sionastdo use TCP instead of UDP be-
cause of its reliable delivery, but this approach does nokwell if the multimedia stream is delay-
sensitive (e.g., a real-time audio/video conferencingastr), because one dropped packet in a TCP
stream delays delivery d@ll data behind it in the stream until the dropped packet is sstalty
retransmitted.

Modern applications for personal devices face furtherdoffid because neither streams nor
datagrams offer a means to associate related transpahaest. Applications such as FTP [187]
and SIP [206] associate transport instances manually ksimp$P addresses and port numbers
in messages, causing protocol fragility and problems teiwg NATs [112]. Other applications
multiplex many activities onto one TCP stream, as with SSikh#éling [264], but performance
suffers from TCP’s total ordering of the multiplexed streamhere one lost packet blocks delivery
of all data queued behind it in the stream.
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4.1.2 A Transport Abstraction for Personal Device Applicatons

To address the above problems, the UIA architecture intresla new transport protocol called
Structured Stream Transpoerr SST, which is specifically designed around the needs afemmo
interactive applications running on today’s personal clevi

SST addresses the problems of transaction size and instgsoeiation by augmenting tradi-
tional streams with an explicit hereditary structure.stfuctured streanprovides not only reliable
data delivery as in TCP, but also permits the creation oftamfdil lightweight child streams or
substreams When an application spawns a child from an existing stréa8i[ conveys this par-
ent/child relationship to the remote application, engythrat only the intended recipient can accept
the new stream and preserving its structural context. Eaelra delivers data reliably and in order
within that stream, with its own receiver-directed flow qohtand optional record marking, while
other streams may proceed independently with no headefdlocking. SST shares sequencing,
congestion control, and security state among all strearivgele® a pair of hosts, minimizing per-
stream state overhead and allowing the application to usgag concurrent streams as convenient
to match its logical structure. The application may als@txend destroy streams rapidly to match
the natural longevity of its transactions, because SSTimditas TCP’s 3-way handshake delay on
all streams after the first, and also eliminates the 4-miflkéE-WAIT period on close that can
cause TCP state overload [75]. The application can trandatiégrams on an SST stream with
best-effort delivery, but SST treats these datagramephemeral substreantkat are semantically
indistinguishable to the receiving application from oatiynsubstreams, allowing SST to fall back to
stream-oriented delivery for “datagrams” too large to $rait as such without unacceptable prob-
ability of loss. Finally, the application can prioritize $Streams relative to each other, giving
preference to interactive or multimedia streams over backgl activities, and applications can use
substreams for out-of-band signaling to change prioritiéd-stream, e.g., expediting the loading
of images in the currently visible area of a web page.

Although SST is primarily intended for use in new or evolviagplications, analyzing the
requirements of well-established protocols can servelustiate the general utility of structured
streams. Applications like FTP and SIP that modularizertbperation across several transport
instances, for example, can use a top-level SST stream farat@ignaling and open private sub-
streams for data or media transfers, instead of separatsptyet connections. Allowing SST to
manage and associate the application’s transport ingamedkes the application protocol sim-
pler, more robust, and friendlier to other applications dneSST’s shared congestion control.
Transaction-oriented protocols like HTTP can adopt a stngple-transaction-per-stream model as
in HTTP/1.0 [29], relying on SST to multiplex many transaos efficiently onto one persistent
connection, and avoiding both the serialization-inducaericies of persistent streams [171] and
the application-level complexity and fragility of pipeliny [165]. Applications based on RPC [225]
can use SST either as a datagram-oriented transport thairmesithe efficiency and statelessness of
UDP for small messages with support for messages of anp#iae, as a transaction-oriented trans-
port using lightweight streams to associate requests we#hanses, or as a stream-oriented transport
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that eliminates the need for RPC's record marking layer.r&@tiar-oriented streaming applications
such as Telnet [186] and Rlogin [128] can use structuredustsen place of TCP’s legacy Urgent
mechanism to handle asynchronous attention signals sucfiRk-C, improving their promptness
by eliminating TCP’s need to deliver all data already in tliygepne reliably before it can begin
delivering the actual urgent data.

4.1.3 Design and Implementation Features

In addition to the new structured stream abstraction, séweher novel aspects of SST's design
may suggest useful transport design principles:

e SST builds its structured streams on top of an intermedibémnelprotocol: a connection-
oriented sequenced datagram service reminiscent of DC84} filit semantically closer to
IPsec’s packet sequencing [131, 132]. The channel prdsogminotonic sequence numbers
and replay protection logic, in particular, enable SSTghtiveight streams to avoid 3-way
handshakes or TIME-WAIT periods.

e The SST channel protocol selectively acknowledges packatacknowledgment ranges
which provide more information than TCP’s SACK [154] and BEX [79] extensions, fa-
cilitate forward acknowledgment [155] and reordering ttafee [32], and offer redundancy
against lost acknowledgments, without the complexity arbead of variable-length SACK
headers.

e SST separates tmaultiplexingandrendezvou$unctions that port numbers serve in traditional
transports, using small, tempordogal stream identifier§or multiplexing and more friendly
serviceandprotocol namegor rendezvous during connection initiation.

e SST camattacha stream to multiple underlying datagram channels suaadgsir at once, to
insulate application streams from temporary failures,dérass changes, and channel lifetime
limits.

e SST jumpstarts a child stream’s flow control statedwyrowing from its parent’s receive
window, allowing the initiator to start sending data on théld stream without waiting for
the receiver’s initial window update.

e SST demonstrates how layering and functional reuse ensibtestantially more functionality
than TCP withno additional per-packet overheanl comparable scenarios.

A user-space prototype implementation of SST, running a@h aed simulated networks, at-
tests to SST'’s practicality and utility. The prototype a&sais within 10% of the bandwidth of
mature native TCP implementations on “consumer-grade” B¥&l WiFi connections, and its con-
gestion control is TCP-fair to withie:2%. Under a simulated web browsing workload, using one
HTTP/1.0-style transaction per stream with SST achievegérformance of HTTP/1.1 pipelining,
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with lower application complexity, and more flexibility asmonstrated by a simulation of dynamic
Web download prioritization in response to user actionsthdlgh the SST prototype is not yet
integrated with the deployed UIA prototype, it should sewal both as a secure point-to-point
connection and authentication protocol for the UIA routiager to use in place of SSL over TCP,
and as a new end-to-end transport for UIA naming layer coneation and for new UlA-aware
applications at higher levels.

The primary contributions of SST are: (a) the structureeastr abstraction, (b) a novel protocol
design that implements this abstraction by splitting tla@dport into separattreamand channel
layers, and (c) a user-space prototype for easy experitientnd deployment.

4.2 Structured Streams

This section describes the structured stream abstractioneaved by an application using SST,
leaving technical details of the SST protocol itself to Katcd.4.

4.2.1 Data Transfer Semantics

Like a TCP stream [242], an SST stream is a reliable, bytented conversation between applica-
tions. Apart from the ability to create substreams, SSTastieare semantically almost identical
to TCP streams, so porting application protocols from TCBS4d is straightforward. Each partic-
ipant sends and receives segments of bytes, and the tragsoantees reliable in-order delivery
of those segments in the absence of connection failure, aytfragment, combine, and buffer seg-
ments. Each endpoint may close its end of the stream indep#pdso a client may for example
close its end to signal the completion of a request befordtimgahe server’s reply on the same
stream.

SST data transfer semantics differs from TCP’s in only twepeets. First, SST dispenses
with TCP’s Urgent feature, but this feature may be emulatdgusubstreams as described later in
Section 4.3.4. Second, senders may set explicit recordamaidn SST stream, which SST reliably
delivers to the receiver, simplifying many applicationsl anaking their buffer management more
efficient at little cost in the transport layer.

4.2.2 Creating and Accepting Substreams

An application can use an SST stream not only to transferhlgtalso to “fork off” child streams
or substreams The terms “substream” and “child stream” refer only to kigery relationships
between streams: once created, there is no semantic diffeteetween a “top-level” stream and
a substream. SST extends the traditional sockets API wittethew operations for creating sub-
streams:

e Create_subst rean(stream) — new_stream:
creates a new child stream from an existing stream.
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e | i sten_substrean(stream):
indicates willingness to accept substreams on a stream.

e accept _substrean(stream) — new_stream:
accepts a substream initiated by the other endpoint.

An application calld i st en_subst r eamto indicate willingness to accept new streams as
children of an existing stream, much as the application dioge a traditional listen socket to re-
ceive incoming top-level streams. The peer applicatiorherekisting stream’s other endpoint may
then initiate a substream by callicg eat e_subst r eamon the existing stream. SST notifies the
listening application of the incoming substream, and ttelfier accepts it viaccept _subst r eam
Once created and accepted, child streams are independemd afay outlive their parents.

4.2.3 Inter-Stream Semantics

Since SST conveys parent/child relationships on subst@aation, the application can use con-
textual state negotiated in a parent stream to determinencarication behavior on child streams.
A videoconferencing application may for example initiateall in a “root” stream, then initiate one
child substream for video and a second for audio, negot@lecparameters for each media stream
on its respective SST substream, and finally transmit meaiads themselves on “grandchild” sub-
streams. SST's inter-stream structure enables applicatmmodularize and associate their related
communication activities, without having to multiplex alttivities onto one stream or manually
track logical associations between separate transpdenioss. SST endeavors to make streams
“lightweight enough” for the application to use a new strameach logical transaction regardless
of size, enabling the application to “frame” its protocotalanits according to its needs [51].

SST ensures reliability and data ordering within a streatmbtibetween streams, so the loss
and retransmission of a data segment on one stream doedanotdmmunication on other streams.
If a client issues many requests to a server at once on sepreams, for example, the server may
accept several requests concurrently and respond to thanyiorder, completing “easy” requests
quickly without blocking them behind long-running requestubmitted earlier. Each stream pro-
vides independent flow control, so the receiving applicatitay accept data at different rates on
different streams, or accept data continuously on oneratihdile temporarily blocking the sender
on another. SST's flow control applies to new child stream@elsas to stream data, allowing a
server to prevent its clients from overloading it with toorp@oncurrent requests.

4.2.4 Datagrams as Ephemeral Substreams

TCP delivers data reliably if the participants wait for allaessary retransmissions and acknowl-
edgments, as the TCP standard dictates [242], but most ECRkssbffer an option to limit the time

a host buffers unacknowledged data after stream close §0d.| NGER in BSD). By imposing a
fixed deadline, this option can have the side-effect of dimgedrom TCP’s usual reliable semantics
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and turning it into a “best-effort” delivery service. Supggoan application opens a stream, sends
some data, then closes the stream with a short linger timeitlubut ever receiving on the stream.
The sending TCP transmits the data and closing FIN, but doelsald unacknowledged segments
beyond the linger timeout. The receiver obtains the datasagchceful close indication if every
segment including the FIN arrives intact, or if retransmoiss complete before the linger timeout;
otherwise the receiver sees a connection reset. If therlittgeout expires within one round-trip
time of the first data transmission, then no retransmissamagossible, making this usage of TCP
semantically equivalent to a best-effort, “fire and forgidtagram delivery service—if less efficient.

SST has aend_dat agr amoperation providing best-effort delivery, but SST trediis bp-
eration as equivalent to creating a child stream, senditg ofa it, and closing the child with a
short linger timeout to avoid buffering the sent data. SSEsei ve_dat agr amoperation is
similarly a shorthand for accepting a substream, readita, @ad closing the substream. Since an
SST “datagram” is semantically just aphemeral substregrthe receiver can accept the substream
with accept _subst r eaminstead ofr ecei ve_dat agr am and can then read the substream’s
content as it would with a normal substream. The receives gatonnection reset if it ever tries
to send on this ephemeral substream. The receiving agplictitus cannot tell whether the sender
invokedsend_dat agr amor the equivalent sequence of operations.

SST can use an optimization described later to deliver &iéstt datagrams efficiently and state-
lessly as in datagram transports such as UDP or DCCP. Betagiseceiving application cannot
tell whether this optimization was used, however, the sendiST is freenot to use it when net-
work conditions may not be suitable. If for example a datagta be sent is large enough that at
least one fragment is likely to be lost, given the currens Icge computed from congestion con-
trol statistics, SST forgoes the datagram delivery optatidn and sends the datagram instead on a
“real” substream, transparently to the application. SSIE #plves the “large datagram” problem of
traditional best-effort services, where datagram lossrgqtiickly become unacceptable as datagram
size increases.

4.2.5 Other Application-Visible Features

SST may be deployed either at system level as a “native toatisgdongside TCP and UDP, or at
application level atop UDP. The latter usage allows apfitioa to ship with a library implemen-
tation of SST without requiring special privileges or exdiems to existing operating systems, and
they can use it as they would SSL/TLS [64] or DTLS [200]. Dgpig SST atop UDP also allows
it to traverse existing NATs that only natively support TGRI&DP.

Since communication security is now essential for mostiegfibns on today’s Internet, but
IP-layer security [132] is still not widely deployed othdrah for VPNs, SST provides optional
transport-layer security built on standard practices. 'S$S@curity is mostly transparent to appli-
cations, except for configuration of security parametetssature identification of communication
peers.
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Since a large percentage of hosts on the Internet today areected behind NATSs or firewalls,
many applications require traversal of these barriereaally applications with peer-to-peer com-
munication patterns such as Voice-over-IP. For this reaS8T supports hole-punching [82] to
traverse BEHAVE-compliant NATs [16], and provides an op#bhost registration protocol to as-
sist applications in establishing peer-to-peer conniggthetween communication partners behind
NATS.

4.3 Using Structured Streams

To examine the practical benefits of structured streams,siition briefly explores requirements
and challenges faced by several classic application potstotVe use these protocols for illustrative
purposes only, without implying that specific applicatieh®uld necessarily be migrated to SST.

4.3.1 Application Protocol Modularity

FTP [187] modularizes its operation across multiple transipstances: one TCP stream for control
signaling and a separate stream for each file transfer. V@) Such an application can use a top-
level stream for control and simply open substreams for datamunication. Since SST conveys
the parent/child relationship on substream creation, iegidn protocols need not communicate
IP addresses or port numbers explicitly to associate tlaegktransport instances, simplifying the
application and avoiding difficulties traversing NATs [112

Internet telephony similarly uses a TCP stream for callseta SIP [206], and separate UDP
streams for media delivery via RTP and RTCP [214]. The disechbetween these streams at the
transport layer, and the resulting need for SIP messagesrpl® addresses and UDP port numbers,
causes even worse NAT traversal problems than in FTP, imguift complex extensions [205] as
well as competing proposals for ground-up redesign usimgicgtion-level multiplexing [224].
With SST, a telephony application could run SIP in a topdlesteeam, open substreams for RTP
and RTCP during a call, and send individual media datagrasrephemeral substreams of those
respective substreams, using SST to multiplex the strednile preserving their association.

4.3.2 Transactional Protocols

The need to support transaction-oriented applicationsiefily has long been recognized [31, 35,
46]. In the absence of a general transport satisfying thisaghel, HTTP/1.0 [29] used a separate
TCP connection for each request, each requiring a 3-waydhahkeé and TIME-WAIT period af-

ter close, leading to unacceptable overhead as the Web betddfed with small images. Since

TCP congestion control distributes available bandwidthgheeam, opening many concurrent TCP
connections is also unfair to other users [18]. HTTP/1.] fl®ws reuse of a TCP connection for
successive requests, reducing the total number of coonsctivith the disadvantage of serializing
requests and often making pages take longer to load [171helory requests may be pipelined to
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improve latency, but seven years after the publication of PVL.1, today’s common browsers still
avoid pipelining by default because many servers implertentorrectly [141, 165]. Pipelining
also fixes response order to request order, blocking theesénem satisfying simple static con-
tent requests promptly until it finishes processing dynaooiatent requests submitted earlier for
example.

HTTP could benefit from UDP’s efficiency—patrticularly fotinany conditional GET requests
browsers use to test the freshness of cached objects, wdgps@ises are usually small—but HTTP
cannot use UDP because responmseybe arbitrarily large, and the client has no way of knowing
this when it submits the request. SIP supports operationldi®, but gets into trouble for precisely
this reason [102].

With SST, applications can use one stream per transactidimnwnimal startup latency on all
streams after the first, and without serialization of ind&f@ant requests or long-term state retention
after close. Alternatively, applications can use SST ass&difort datagram transport, sending re-
guests and replies in separate ephemeral streams, achiébiR’s statelessness for small messages
without UDP’s message size limits. In either case, SST esdairness relative to TCP applications
that use only one stream, since all of an application’s S&&Bis between the same pair of hosts
share a single congestion control context.

4.3.3 RPC

ONC RPC [225] can run over either TCP or UDP, but the choicevbéen the two transports presents
application designers with an awkward tradeoff. Many aggtions would like to use UDP for its
efficient handling of small requests, lack of unnecessatiglsgation or head-of-line blocking, and
minimal server state requirements. Because of the “largegdam” problem discussed in Sec-
tion 4.2.4, however, an RPC application can only use UDPglidrantees that every possible re-
guest and reply message fits in a “reasonable” size for datagriented delivery—typically around
8KB by current conventions.

By running RPC in “datagram mode” over SST, the applicatian obtain the same efficient
delivery for small requests via the optimization descrilfie&ection 4.4.3, while still being able
to rely on the transport to convey occasional larger reguediably. Alternatively, RPC could run
over SST using one transaction per stream as discussed fdsaddd@ TP, using SST to associate
requests with replies and ensuring reliable delivery ofradkssages, at minimal performance cost
since substreams impose no round-trip startup delays @ilization. If serialization is actually
desired, running RPC in “stream mode” over one SST streamiredies the need for RPC'’s record
marking layer since SST provides reliable record marking.

4.3.4 Out-of-Band Signaling

Many application protocols require some form of out-of-tbaignaling, and traditionally must use
ad hoc methods to implement it due to the lack of transposrlaypport. Internet telephony sets
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up two separate UDP media sessions, for example: an RTRrstoradata and a parallel RTCP
stream for related out-of-band signaling [214]. With SST,application need not set up out-of-
band control channels in advance: the application canegeatw substream at any time in which
to convey an out-of-band message relating to the paremstreithout interfering with the normal

operation of the parent. Section 7.5 explores one expetahase of out-of-band signaling in SST.

TCP’s Urgent feature is a limited out-of-band signaling heedsm, used primarily in terminal
protocols such as Telnet [186] and Rlogin [128] to clear mmmunication pipeline when the user
invokes an “attention” signal such as CTRL-C. Although S®€&sinot support the Urgent feature,
an SST application can emulate it by opening an ephemeratrealn and transmitting an explicit
urgent pointer, expressed as a byte offset in the paremrinstier example.

In the specific case of terminal applications, while TCPatdiy delivers all data up to the Ur-
gent pointer, terminal applications typically just digt#nis intervening data—a semantic mismatch
resulting in unnecessary network transmission and delagtead of just emulating the Urgent fa-
cility, a terminal application designed for SST could agkibetter responsiveness by using its main
stream only for control and opening two substreams for cheralata, one for each direction. To
clear its character transmit pipeline, a host resets iteacier send substream and opens a new one,
prepending a generation counter to each new stream so #igaecan distinguish the most recent.
SST immediately stops sending obsolete data in the oldrstegal promptly begins delivering the
new stream, as desired for the terminal application’s séingr{Adapting a particular existing pro-
tocol such as Telnet or Rlogin this way would involve additibsubtleties such as avoiding the
loss of control signals embedded in the character stredmexlample is intended only to suggest a
general approach and not a precise recipe.)
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Figure 4-2: SST communication abstractions

4.4 Protocol Design

SST consists of three related protocols, organized as showigure 4-1. Thechannel protocol

is a connection-oriented best-effort delivery servicd fitavides packet sequencing, integrity and
privacy protection, selective acknowledgment, and caigesontrol. Thenegotiation protocoets

up the channel protocol’s state, negotiating shared dgdteys and optional features. Finally, the
stream protocobuilds on the channel and negotiation protocols to impldrttenreliable structured
stream abstraction SST presents to the application. Teggliocuses on the channel and stream
protocols, which are of primary importance for implemegtthe structured stream abstraction.

4.4.1 Packets, Channels, and Streams

Figure 4-2 illustrates three key communication abstrastithat form the interfaces between SST's
layers—packets, channels, and streams—and how instahtieese communication abstractions
relate to each other over time.

At the lowest level, SST assumes that the underlying pro{ecg., IP or UDP) provides only an
unreliable, connectionless, unicast packet deliveryiserin which packets are independent of each
other and have ephemeral lifetimes. Each packet carries soimber of bytes, up to the network
path’s current maximum transfer unit (MTU), which may charag any time. All communication
within a channel or stream ultimately reduces to a serieokgts at this level.
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On top of this connectionless service SST’s channel prétmglnls a connection-oriented packet
delivery service. Semantically, the channel protocol'sthimportant functions are to associate each
transmitted packet with a particular connection instancehanne] and to assign monotonically
increasingpacket sequence numbdrs all packets transmitted within a particular channel. The
channel protocol also attaches acknowledgment informatiopackets to determine when pack-
ets have arrived successfully, and uses this acknowledgmiemmation internally to implement
congestion control at channel granularity. Finally, tharahel protocol protects each packet with
a message authenticator and an optional encryption wrappepvide end-to-end security for all
packets transmitted over the channel.

The stream protocol builds on this intermediate channdiratison to provide TCP-like reli-
able byte streams to the application. The stream protoaadlaa segmentation and reassembly,
retransmission of lost segments, receiver-directed flomtroh and substream creation and man-
agement. At any point in time, the stream protocol normallyitiplexes all streams between the
same pair of hosts onto a single channel. All streams mek#a onto one channel therefore share
that underlying channel’s packet sequence number spagd¢harthannel’s congestion control, ac-
knowledgment, and security state. Each stream has itshgtensequence numbspace, however,
which the stream protocol uses to preserve the order of dgraents within a stream in much the
same way that TCP does.

The stream protocol leverages the channel protocol’s &gmt of packets with channel in-
stances, and the channel protocol’s monotonic packet sequeimbers, to manage per-stream state
efficiently. The channel protocol’s services in particidaable the stream protocol to avoid TCP’s
3-way handshake on stream startup, and TCP’s TIME-WAITesafter close, enabling lightweight
stream creation and shutdown. The fact that a channel'sepegunumber space does not wrap
facilitates efficient stream creation and termination, thig property also implies that the stream
protocol mustmigrate long-lived streams from one channel to another to give stseanlimited
lifetimes as in TCP.

Figure 4-3 shows the layout of a typical SST packet, not ulicly any lower-layer headers
for the underlying packet delivery service. SST can be kgyealirectly atop most any best-effort
packet delivery service, such as directly atop IP, atop Uidedmpatibility with NATs and firewalls
on today’s Internet, or atop UIAs overlay routing layer §s€hapter 3). The channel header is
always eight bytes in the current version of SST, and inddigdds for channel identification, packet
sequencing, and acknowledgment. The stream header isltypiour or eight bytes depending on
packet type, and contains fields for stream identificatiengive window control, and sequencing
bytes within a stream. Following the application paylodm thannel protocol’s trailing message
authenticator is typically four bytes for lightweight T@Pade security, and 12 or more bytes for
cryptographic security.

The next section details SST’s channel protocol, and Sedtibh.3 describes the stream protocol.
Finally, Section 4.4.4 briefly outlines the negotiationtpaml.
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Figure 4-3: SST packet layout

4.4.2 Channel Protocol

The channel protocol’s purpose is to provide transportisesvthat are independent of how the ap-
plication “frames” its communication into protocol dataitsrj51], or streams in SST. The commu-
nication state required to provide these services is thageable across many application streams.
The channel protocol’s services consist of associatintstréitted packets with connection state in-
stances ochannelsassigning monotonic sequence numbers to packets withiaranel, providing
integrity and optional privacy protection for each paclestiknowledging packets and passing this
acknowledgment information to upper layers, and providiaggestion control.

SST borrows its connection state, sequencing, and packetityernodel from IPsec [132] in-
stead of TCP. SST channels are inspired by IPsec securitgiaiens, and SST packet sequence
numbers work like those IPsec uses for replay protectiomenAH and ESP [131]. While IPsec
“hides” its sequencing semantics from upper layers in ther@st of operating invisibly to existing
transports, one of SST's design insights is that this sexjugrmodel provides a useful building
block for new, richer transport services.

The following sections detail the channel protocol’s idésdtion, sequencing, security, ac-
knowledgment, and congestion control services. While aaekgt submitted to the channel pro-
tocol currently translates to one packet in the underlyingtqzol (e.g., IP or UDP), the channel
protocol could be extended to provide services such as chunéling [232] or quality-of-service
enhancement [238].

Channel Identification

SST's negotiation protocol sets up a channel’s initialestahen an application first connects to a
target host: each run of the negotiation protocol yieldsva cigannel. As part of channel negotia-
tion, each host assignschannel IDfor each direction of flow. Each transmitted packet incluithes
receiver's channel ID, enabling the receiver to find the @éassed channel instance state; channel
IDs thus play the role of IPsec’s security parameters in@&X). A channel’s ID may be reassigned
immediately once the channel’s lifetime ends: the pack#temiicator described below rejects old
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or replayed packets from prior channel instances. As SSiEsrel protocol is designed for use by
the stream protocol, which needs at most a few active chamtence, the channel ID field may be
relatively small (currently 8 bits). Channel zero is regghvor the negotiation protocol.

Packet Sequencing and Replay Protection

TCP uses its byte sequence numbers for three different pespao distinguish and order data
segments within a connection instance, to distinguish se¢grbelonging to entirely different con-
nection instances [239,246], and to protect against pdoigry [26]. SST uses its packet sequence
numbers for only the first purpose, leaving the other twofians to an explicit packet authenticator
keyed with a secret unigue to the channel instance, as teddoelow.

Each channel has a 64-bit packet sequence number spaceliatiezction of flow, from which
the channel protocol assigns sequence numbers consécutiveach packet transmitted. As in
IPsec or DCCP [136], every packet sent gets a new sequendeenuncluding acknowledgments
and retransmissions. The sequence number space does poswifia host send®’* packets on
one channel, it negotiates and switches to a new channelasfigsh space. A channel’s lifetime
may also be limited in other ways, such as by key expiratioa change in a host’s IP address. If
a host foresees the imminent expiration of a channel, it egintnegotiating a new one while still
using the old one for a seamless handover.

Like IPsec’s 64-bit sequence number extension [131], S$eaticates packets using full se-
guence numbers but transmits only the low bits explicitlyeach packet. While the size of the
sequence number space limits a channel’s total lifetimesite of the sequence number field in the
packet header limits thg@indowof packets a host may transmit within one round-trip. SStitsant
24-bit sequence number field requires the sender to stayHassabou2?? packets ahead of the
receiver to ensure that the receiver extrapolates sequemabers correctly. To achieve maximum
performance on fast links with long delay, SST may need aioogtheader extension like DCCP’s
long header format [136], or a timestamp extension as in PRE3].

Also like IPsec, the channel protocol checks the sequenogbeu of each received packet
against a bit mask of sequence numbers recently receiveddiaoards without further process-
ing both duplicates and packets too old to be covered by thedk. The width of this bit mask
therefore limits how far out of order within a channel’s sence space a packet may be delivered to
upper-layer protocols; we call this value the channaiis-ordering limit(tMOL). While IPsec hides
its replay protection behavior from higher-level prota;dbST exposes this behavior, simplifying
the stream layer’s state management as described latectioi$é.4.3.

As one way to protect upper layers from out-of-order pachetsitical synchronization points,
the sequencing layer can provibtiarriers analogous to the memory barriers used in weakly con-
sistent processor architectures [221]. When an upper laggrests a barrier, the sequencing layer
adjusts its replay protection state to reject any packetghbsequently arrives with a sequence
number lower than the highest it has seen so far. Barriersas for the sequencing layer to im-
plement, and they enable the stream layer to avoid TIME-WstHe retention. Setting barriers
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too frequently can reduce communication efficiency by imgthe channel layer’s ability to accept
packets received out of order, however, so this facilityubthdve used sparingly by upper layers.

Authentication and Encryption

SST'’s packet security follows the design of IPsec’s ESPJjliBtluding its use of “Encrypt-then-
MAC” composition as per accepted practice [25]. The negjotigprotocol determines on channel
setup the cryptographic algorithms and shared secrets taspbtect the channel. A channel’s
keys and security parameters remain fixed throughout étrtie: a host re-keys a connection by
negotiating a new channel and migrating existing appbecastreams to the new channel. Since
SST uses a 64-bit packet sequence number at most once peethhrse sequence numbers can
feed counter-based encryption modes [69], which are epsailgllelized and require no plaintext
expansion. SST's packet security therefore need not adgemnpacket overhead other than the
MAC.

If strong security is not needed, the application can desahtryption and request a lightweight
32-bit authenticator in place of a cryptographic MAC. Thghtiveight authenticator protects the
channel against stale or replayed packets sent in priomghamstances, and against attackers who
can inject forged packets but cannot monitor the commuipicatream, providing security compa-
rable to other unsecured Internet transports like TCP. S8Wpates this authenticator by calculating
an ordinary 32-bit checksum over the packet and a pseudieheantaining the full 64-bit sequence
number, then adding two values to the resulting checksust; fire same 4-microsecond timer that
TCP uses to choose its initial sequence numbers [59, 246]sacond, a hash of the connection
identifiers and a random internal secret, as in Bellovin'shoé of “keying” TCP ISNs [26]. SST's
keyed checksum offers slightly better protection than BMeYyed sequence numbers, because an
SST attacker must blindly guess exactly the correct cheslsey, not just any sequence number
within some validity window.

Acknowledgments and Congestion Control

The channel protocol attaches acknowledgment informatiosach transmitted packet, and uses
this information to implement congestion control. Eacingraitted packet acknowledges a contigu-
ousrange of received sequence numbers, indicated in the packet hedddk Sequence Number
(ASN) and Ack Count (AckCt) fields. A host sends an acknowhadgt for every one or two upper-
level data segments received as in TCP [6], but sets the Afidtas large as possible reflecting
the most recent contiguous run of packets received. Sueeessknowledgments therefore usually
cover overlapping sequence number ranges, minimizingffbets of a lost acknowledgment. Fig-
ure 4-4 for example illustrates the behavior of a host thiehewledges every packet, upon receiving
sequence numbers 1 through 7 in order except for a lost padttesequence number 4.

Sending an acknowledgment range in each packet gives SEtiadits of selective acknowl-
edgment without the overhead or complexity of variablegtearSACK headers [154]. Because SST
assigns each packet a fresh sequence number, includiagsetissions of previously-transmitted
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 (packet 4 dropped)

Sequence NumberSpace

Figure 4-4. Packet acknowledgment example

data, its acknowledgments provide more information thame&vCP with D-SACK [79]: the sender
can tell exactly which copy of a retransmitted segment adriand detect false retransmits before the
receiver has seen duplication. SST can thus implement ieprents to TCP congestion control [6]
such as forward acknowledgment [155], reordering tolexdB2], and delay-sensitive schemes like
TFRC [107]. As SST implements congestion control at chagreshularity, applications may use
many concurrent streams without behaving “antisociallydth redundant TCP connections [78].
SST can negotiate at channel setup any protocol extensieresgary to implement congestion
control schemes requiring cooperation with the receiver.

4.4.3 Stream Protocol

The stream layer multiplexes streams onto channels byidiyigpplication data intsegmentsc-
cording to the current maximum transfer unit (MTU) of theweitk path, and transmitting each
segment as a separate packet on the current channel. Theéngatream layer accepts these po-
tentially out-of-order segments and delivers them in otdahe application. The sender uses the
channel layer's packet-oriented acknowledgments to ohéter when a segment has been success-
fully received, so the stream layer requires no byte-ogigrstcknowledgments as in TCP.

SST's stream layer can migrate an active stream from oneneham another transparently to
the application, giving streams potentially unlimitecetimes independent of the limited lifetimes
of the underlying channels. The stream layer can attaclearatto a new channel before detaching
it from the old one, allowing the application to continuengsthe stream without interruption while
transparently migrating the stream to the new channel. 3§ dot treat channel failure due to
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loss of connectivity as a “hard failure” like a TCP timeoutt the application’s option, SST can
retain stream state indefinitely until connectivity ressraad the negotiation protocol creates a new
channel. At this point SST migrates the application’s stre¢o the new channel and the application
resumes where it left off. Stream migration also supportsterend host mobility [222, 223]: if a
host's IP address changes, SST channels bound to that additebut if either endpoint can find
the other’'s new address (e.g., one host is non-mobile or Ogsamic DNS name), SST can create
a fresh channel between the new address pair and trandparegrtate the application’s streams to
the new channel. Of course, if one endpoint host reboots, ithestream state is normally lost and
the application must create new streams.

Because the stream protocol relies on the channel protocdb$s detection and congestion
control, and these mechanisms operate within a partichlmrel or network path, the latency dif-
ferences and resulting packet reordering across multadlesgshould not confuse these mechanisms
as they do for TCP.

Stream ldentification and Attachment

When the stream layer creates a new stream on behalf of aitatppi, it assigns the stream a
Unique Stream Identifieor USID. A stream’s USID is at least 128 bits, remains fixedtigh the
stream’s lifetime, and identifies the stream as it migratesifone channel to another. The stream
layer must therattachthe stream to a particular channel before it can transmiicgiipn data. In
the process of attaching the stream to a channel, the stegamassigns a shorter, temporary 16-bit
Local Stream Identifie(LSID) to identify the stream efficiently within the scopetbft particular
channel. The stream layer uses this LSID in place of themsieetull USID in data segments it
transmits on this channel. The stream keeps its USID butagetsv LSID each time SST attaches
it to a different channel. The application is not normallyaagvof either USIDs or LSIDs.

While each stream has only one USID, LSIDs are specific not tmbh channel but to each
direction of flow within that channel. Each endpoint has is1d_SID space for each channel, in
which it assigns LSIDs to streams independently of its peach host tracks both its own and its
peer’'s LSID space, using its own LSID space to identify thieagh for a data segment it transmits
to its peer, and using its peer's LSID space to identify thessh for a data segment it receives. For
bidirectional use, a stream must have two LSIDs, one asdiggesach host for each direction of
flow. A stream may in fact have more than one LSID at once foh dlagv direction: two in each
direction, and all potentially on different channels, afilog seamless stream migration from one
channel to another.

Root and Top-Level Application Streams

When the stream protocaol initiates negotiation of a new nkhrit creates and implicitly attaches a
root streamto the channel. SST uses this root stream only for interigalading: the application is
unaware of its existence. When an application opens a &egll application stream viaonnect ,
SST first opens a channel to the desired host if none alreaidiseihen creates a child of the
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channel’s invisible root stream for the application’s uS&T can reuse the same channel and root
stream to create many top-level streams to the same targetdwwiding 3-way handshakes for
successive top-level streams in the same way that it doesiimtreams the application creates via
create_substream

TCP uses its port numbers for two purposes: to distinguisbngntransport instances between
the same pair of hosts, and to name applicatemdezvous pointgia well-known port numbers.
SST splits these two functions, using LSIDs exclusivelystbeam multiplexing, and using explicit
service negotiatiorfor rendezvous. When the stream layer creates a new topdeeam, before
handing this stream to the application, it first sends a ngessa the new stream to the responding
host’s stream layer, indicating the rendezvous point tit@iimg application wishes to connect to.
The responding stream layer intercepts this message ahesremlicating whether an application
is listening at the given rendezvous point. On success, stotlam layers then hand this top-level
stream to the respective applications. An SST rendezvoirg ocurrently a pair of strings: a
service namée.g., ‘ww/’) and aprotocol namge.g., ‘ht t p”).

Creating Streams

To create a new child of a stream already attached to a chahaeidtream layer sends an Init packet,
shown in Figure 4-5. The initiator specifies the LSID it apgid the new stream and the LSID of
the existing parent, both in the initiator's LSID space. Tiaeket may also carry application data
for the new stream, as described below.

Although Init packets carry no USIDs, the hosts magiteeon a USID for the new stream so
they can attach the stream to other channels. Each host gsesention for assigning LSIDs that
allows an Init packet’s receiver to extrapolate a USID frdra hew stream’s 16-bit LSID. Each
host assigns LSIDs in its LSID space for a channel using thvell® bits of a 64-bit counter, and
its peer tracks this counter and extrapolates the full 84-due from a received LSID the same
way the channel layer extrapolates packet sequence nuniieeshosts use these 64-bit counters,
plus a pseudorandom nonce unique to the channel and flowtidireto agree on the new stream'’s
USID implicitly. The initiator may skip counter values cesponding to LSIDs still in use by other
streams, provided it doesn't get too far ahead of its peet@®counter synchronization.

Upon receiving an Init packet with an unknown LSID, the rastsr records the new LSID,
then sends a Reply packet to assign its own “return-pathDLiSIthe new stream for data transfer
in the opposite direction. The Reply packet has the samedioasan Init packet, except it contains
the initiator’s just-assigned LSID for the new stream incglaf the parent stream’s LSID (see
Figure 4-5). The responder assigns LSIDs using its 64-hintar as above to maintain counter
synchronization, but does not use the counter to derive ®4dice each stream requires only one
USID.
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Packet Type Layout Notes

31 24 23 16 15 8 7 0

Init Local Stream Identifier (LSID) | Type ‘ ‘M‘P‘C‘ — ‘ Window Flags:
M Mark Record
Parent Stream Identifier (PSID) | Byte Sequence Number (BSN) P Push Data

C Close Stream

Application Payload

Reply Local Stream Identifier (LSID) | Type HM‘P‘C‘ — ‘Window Flags:
M Mark Record
Reply Stream ldentifier (RSID) | Byte Sequence Number (BSN) P Push Data

C Close Stream

Application Payload

Data Local Stream Identifier (LSID) ‘ Type HM‘P‘C‘ — ‘Window Flags:
M Mark Record
Byte Sequence Number (BSN) P Push Data

Application Payload C Close Stream

Datagram Local Stream Identifier (LSID) ‘ Type ‘ — ‘F‘L‘ — ‘ Window Flags:
— F First Fragment
Application Payload L Last Fragment
Ack Local Stream Identifier (LSID) ‘ Type ‘ — ‘ — ‘ Window |

Figure 4-5: Stream data transfer packets

Data Transfer and Acknowledgment

Both Init and Reply packets may contain application data strehm control flags. The initiator
uses Init packets to start sending data on the new streamdiately without waiting for the re-
ceiver's acknowledgment, eliminating TCP’s 3-way handéstdelay on new streams once a channel
has been opened to the desired host. The responder mayrlirsitat sending response data im-
mediately via Reply packets. The Init and Reply packetsaiord 16-bit Byte Sequence Number
(BSN) field indicating the data segment’s logical offsetlie hew stream, so a host can send up to
216 _ 1+ MTU bytes of data this way before it must start using using orglilata packets, which

it can do only after receiving an acknowledgment indicatingt the peer is aware of the newly
assigned LSID.

Data packets have the same structure as Init and Reply gaeketept that they have a 32-bit
BSN and no PSID or RSID (see Figure 4-5). The stream layer thé€8SN to reassemble data
segments in the correct order at the receiver, using wrapdrarithmetic as in TCP, making the
longevity of a stream effectively unlimited.

A host buffers each data segment it sends until it receivexknowledgment for that segment,
periodically retransmitting unacknowledged segmentscé&the channel layer’s acknowledgments
refer to packet sequence numbers and not to byte sequendersyrithe sender records the packet
sequence numbers the channel protocol assigns each daetergeduring recent transmission at-
tempts, in order to lookup and free the segment when a camelapy acknowledgment arrives.
Since the channel layer’'s packet sequence numbers arecimdient of the stream layer's LSIDs, a
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packet in one stream may effectively acknowledge segmermiher streams. The stream layer uses
a separate Ack packet type to send acknowledgments thadtdaampiggybacked onto data flowing
in the opposite direction.

Since the channel layer’'s acknowledgments are definitiveeréceiver must only acknowledge
a data segment once it has fully processed and locally leaffére segment. If the receiver cannot
process a segment due to a temporary resource shortage, drapathe segment without acknowl-
edgment, but using flow control to avoid the need to drop seisnis preferred since dropped
segments trigger the sender’s congestion control andtdffe@ntire channel.

If a data segment already transmitted must be retransmitittda smaller MTU, the sender
“re-fragments” the segment into smaller segments for metrassion, adjusting the BSN fields in
the new segments accordingly. A host may also repackageitaor IReply packet’'s data into an
ordinary Data packet for retransmission, if an acknowleelginfior some other Init or Reply packet
arrives in the meantime.

Init, Reply, and Data packets contain several flags indigasipecial stream events. The Push
(P) and Close (C) flags work like TCP’s PSH and FIN flags, wietlka Mark (M) flag is new:

e Push (P)indicates that the stream’s data up through this segmenicitoe pushed to the
receiving application without waiting for more segmentsiave, exactly as in TCP.

e Mark (M) indicates the end of a message or record, directing thenstlager to deliver
the segment as soon as possible, apderto combine it with subsequent data segments
for delivery to the application, even if subsequent datalrisaaly available due to out-of-
order delivery for example. The stream layer indicatesrdi®rd boundary to the receiving
application, so that the application does not have to emtisemhin markers in the stream.

e Close (C)indicates the last segment in the stream in one directiorterAending its final
Close segment, the sender may continue receiving data &Rnthe stream terminates after
each participant closes its end or one issues a Reset. 15ddli3 below describes how SST
garbage collects stream state after close.

Datagram Delivery

When the application submits a datagram to be sent as anffephésubstream” with best-effort
semantics as described in Section 4.2.4, the stream lagekshhat the datagram is small enough
to ensure a reasonable chance of successful delivery, autifinsmits it using a sequence of
Datagram packets shown in Figure 4-5. The first packet indfjaence has the First (F) flag set, the
last packet has the Last (L) flag set, and the packets haveaathge sequence numbers, allowing
the receiver to determine when a received datagram is coeenfich packet's LSID refers to the
parent stream; the sender never assigns an LSID or mairdainstate for the ephemeral child
substream.

If the sending stream layer judges the ephemeral substredma too large for delivery as a
datagram, it sends the substream instead in standardleefégtion using Init and Data packets,
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retransmitting individual segments as necessary, ané<lie substream when finished. The re-
ceiving application obtains no indication of the actualid=ly method by which the ephemeral
substream arrived.

Flow Control

While congestion control operates at channel granule8®i provides flow control for each stream
individually, allowing the receiving application to ac¢egata at different rates on each stream.
Every packet the stream layer sends contains a receive wingddate, indicated in the header’s 5-
bit Window field. This field uses an exponential encoding: la&a indicates a window oét least

2™ — 1 bytes. When the window is large, the sender does not neeto it size precisely since it
will take a while to fill anyway, but the receiver’'s updatestme more precise as its buffers fill and
the window shrinks. To avoid a variant of silly window syndre [53], the sender never fragments
data segments just to make a partial segment fit into theweedgndow: instead it waits until the
window can accommodate a full-size segment, or a short seigroataining a Push marker.

TCP uses its cumulative acknowledgment position as a “bfaget which to calculate the win-
dow horizon, but SST has no cumulative acknowledgments fuhich to calculate such a horizon.
SST's window credit instead represents the total numbena€knowledged bytes the sender may
have in flight. The receiver deducts from its advertised winthe size of each segment it receives
and acknowledges, and cancels this deduction once it delilie segment to the application. The
sender similarly deducts each segment it sends from itsamirctedit and cancels this deduction
when the segment is acknowledged, even if the segment wawaedcand acknowledged out of
order. The sender tracks the packet sequence numbers awvimtlates and always uses only the
most recently-sent update.

For flow control, SST treats an Init packet's data as belapgirntheparentstream—the stream
specified in the packet’s PSID field—although the data is s¢icedly part of the new child stream.
In effect, when a host sends data on a new stream withoutngdidr an initial window size from
the responder, the sender “borrows” from the parent’s veogindow to send this initial data. This
borrowing maintains proper flow control and avoids receinéfds overrun while allowing stream
creation with no round-trip delay.

Detaching and Migrating Streams

The stream layer sends an Attach packet, shown in Figurdalaitach an existing stream to a new
channel. The Attach packet contains the LSID assigned bgehder and the permanent USID of
the stream to be attached. The sender can attach a streanmited humber of channels at once
(currently two), and indicates via attachment slot numbeavhich of these potential attachments it
is using. The receiver looks up the stream by the specifiedl&sociates the specified attachment
slot in that stream with the specified LSID in the channel onctvithe Attach packet arrived, and
acknowledges the packet via the channel layer.
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Packet Type Layout Flags

31 24 23 16 15 8 7 0
Attach Local Stream Identifier (LSID) | Type |  [s| | window | S Attachment
Slot Number
Unique Stream ldentifier (USID)
Detach | Local Stream Identifier (LSID) ‘ Type ‘ ‘ ‘ Windowl
Reset | Local Stream Identifier (LSID) ‘ Type ‘ ‘O‘ ‘Windowl O Orientation
(LSID space)

Figure 4-6: Stream control packets

A host may detach a stream from a channel, freeing the steeB8ID in that channel for
use by other streams, by sending a Detach packet (Figure 8%¥)detaching idle streams the
application has not used for some time and treating its LP#Xs as a cache, SST can manage an
arbitrary number of streams. Host API issues may imposddion the number of open streams,
such as Unix’s file descriptor limit—but in the current uspase SST prototype, which does not
use file descriptors for streams, the number of open streatimited only by available memory.
Section 4.4.3 later describes how SST avoids confusingagpackferring to different uses of the
same LSID.

Forceful Reset

As in TCP, either host may unilaterally terminate an SSTastrén both directions and discard any
buffered data. A host resets a stream by sending a Resettfhikere 4-6) containing an LSID in
either the sender’s or receiver’s LSID space, and an O (@tien) flag indicating in which space
the LSID is to be interpreted. When a host uses a Reset packaminate a stream it believes to
be active, it uses its own LSID referring to the stream, asgmds the Reset packet as necessary
until it obtains an acknowledgment.

A host also sends a Reset in response to a packet it recefeesng to an unknown LSID or
USID. This situation may occur if the host has closed and ageglrollected its state for a stream
but one of its acknowledgments to its peer's data segmentstisn transit, causing its peer to
retransmit those segments. The stateless Reset respaiitsdn to the peer that it can garbage
collect its stream state as well. Stateless Reset respahsags refer to the peer’'s LSID space,
since by definition the host itself does not have an LSID assigo the unknown stream.

Garbage Collecting and Reusing LSIDs

An SST application that uses one stream per transaction reayecand destroy streams rapidly: in
the worst case, a host can create a stream, assign it an Lk'&H3ntit up to an MTU of data, and

close its end of the stream, all with one Init packet. Thea@ader may similarly acknowledge the
Init packet, send up to one MTU of response data, and clos&ibem, with one Reply packet. SST
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may therefore reuse 16-bit LSIDs for many successive ssedthin a channel’s lifetime, leading to

the risk of confusing packets referring to different usethefsame LSID. This is the same problem
that at a lower level motivates TCP’s ISN selection [239,]24&d the channel protocol's keyed

authenticators (Section 4.4.2). SST's stream protocaleler, benefits from the channel protocol’'s
monotonic packet sequence numbering and its mis-ordarimigdescribed in Section 4.4.2.

To avoid confusing old and new uses of an LSID, after detarhin LSID the stream layer
imposes a “quiet period” before creating or attaching agogtream with the same LSID. This
quiet period corresponds to TCP’s TIME-WAIT, but SST couthiss duration of this quiet period
in packet sequence numbers instead of wall-clock timeinglgn the channel layer's mis-ordering
limit (MOL). With a 32 packet MOL, for example, after detachnt a host waits for both its and
its peer’'s sequence numbers to advance 32 packets beyoiit &vpen both hosts know about the
detachment. The channel’s replay logic drops packets thigeao late that they might confuse
new stream attachments using this LSID. Because the MOLtigo&élly small) constant, and one
packet can attach and/or detach only one stream, the nurhb&1Ds that may be stuck in this
quiet period is similarly small, regardless of packet raféae mis-ordering limit thus avoids the
need for time-bounded TIME-WAITs and eliminate the risk w@its overload under heavy use [75].

The channel protocol’s barrier mechanism, describedegari Section 4.4.2, provides an al-
ternative method of handling LSID reuse that can eliminage“tuiet period” completely. If the
stream layer on a host sets a barrier once it has closed astredetached its LSID and received
acknowledgment of that close or detach from the other hbetchannel layer guarantees to the
stream layer that no old packets sent before this point thgihtrnefer to the obsolete LSID will
subsequently be delivered, even if they arrive out of ordlus, setting an explicit barrier has the
effect of temporarily setting the MOL to zero and allowingpit'grow” gradually back to its normal
value as further (in-order) packets arrive. While barrarable stream state to be garbage collected
even more quickly than with a quiet time defined by the MOLythave the potential disadvan-
tage of unnecessarily preventing the delivery of other ptckhat might happen to arrive out of
order, including packets associated with completely @ateel streams. For this reason, imposing a
MOL-based quiet period should probably be considered tefeped approach.

4.4.4 The Negotiation Protocol

The negotiation protocol is responsible for setting up ndéannels with either weak or strong
security. Negotiation with weak security sets up the unigtatlle checksum key described in Sec-
tion 4.4.2. The initiator may piggyback application dataoothe first negotiation protocol packet,
allowing channel setup with no effective round-trip ovextiebut the responder may ignore this
initial data and return a cookie challenge if it is loaded oder DoS attack.

The strong security mode uses Just Fast Keying [4] to esktabhared cryptographic secrets
and verify host identities using a simple, fixed four-messéwo round-trip) exchange. The last
two messages may carry piggybacked application data, faffantive minimum channel setup
overhead of one round trip, identical to TCP’s.
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SST is designed to work with UIA ad hoc naming [84] and UIP my{80] to support seam-
less communication among both fixed and mobile personatdsviUlA, UIP, and SST use cryp-
tographic host identifiers analogous to those of HIP [163pémtify endpoints securely, so when
a host’s IP address changes, SST merely reruns the negotatitocol to establish a channel be-
tween the new addresses, and migrates existing streanes tewhchannel.
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Chapter 5

NAT Traversal

One of the primary goals of UIA is to support convenient pi@epeer communication among per-
sonal mobile devices. Unfortunately, now-ubiquitoungldleboxe®n the Internet such as firewalls
and Network Address Translators (NAT) [70, 250] cause \tiwn difficulties for peer-to-peer
(P2P) communication, since the peers involved may not hauébbcly reachable or even globally
unique IP address [112, 226, 228]. While the UIA routing t&yability to forward traffic through
publicly reachable intermediate nodes provides a gemengdese method of traversing middle-
boxes, this explicit forwarding can increase end-to-emehniey and unnecessarily burden these in-
termediate nodes. In some cases indirect overlay forwgnoiths may be “optimized” into direct
IP-level paths between peers located behind middleboi@$|AT traversaltechniques.

Several NAT traversal techniques are known, but their desuation is slim, and data about
their robustness or relative merits is slimmer. This chaptesents the first thorough development
and analysis of a simple but robust and practical NAT traldgeshnique, known asole punching
While Dan Kegel publicly documented the basics of UDP holeghing in 1999 [129], the present
work examines previously unaddressed scenarios such a@sdfeasingly common situation of
hosts behind multiple levels of NAT: e.g., behind both a hd¥Ag router and a large ISP-deployed
NAT. We also explore a clean, symmetric approach to TCP hoteclning, which works over a
substantial percentage of deployed NATs without relyingdeficate, timing-sensitive techniques
such as NAT port number prediction or address spoofing, & OAT traversal proposals for TCP
do [30, 72,100]. To evaluate the effectiveness of the pregdmle punching techniques, Chapter 7
will later present the first published empirical study on ¢ohenpatibility of a wide variety of NATs
deployed “in the wild” with TCP and UDP hole punching techrag.

Section 5.1 first introduces NAT traversal background, teofogy, and basic concepts, and
Section 5.2 summarizes hole punching techniques for UDRhndre already moderately well-
understood. Section 5.3 then explores how hole punchingeamliably used to set up peer-to-
peer TCP streams as well. Finally, Section 5.4 summarizdglebox properties these techniques
depend on. Later in Chapter 7 we will evaluate the religbibi this technique on a wide variety
of deployed NATSs, finding that about 82% of the NATs testedpsuphole punching for UDP, and
about 64% support hole punching for TCP streams. As NAT viemidecome increasingly conscious
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of the needs of important P2P applications such as Voice Bvend online gaming protocols,
support for hole punching is likely to increase in the futumeaking this optimization ever more
important for UIA and other networking architectures supipg peer-to-peer communication.

5.1 Background and NAT Traversal Concepts

The combined pressures of tremendous growth and massiuétgezhallenges have forced the
Internet to evolve in ways that make life difficult for manypdipations. The Internet’s original
uniform address architecture, in which every node has aafjiobinique IP address and can com-
municate directly with every other node, has been repladéd avnhewde factolnternet address
architecture, consisting of a global address realm and rpamgte address realms interconnected
by Network Address Translators (NAT). In this new addreshigecture, illustrated in Figure 5-1,
only nodes in the “main,” global address realm can be easityacted from anywhere in the net-
work, because only they have unique, globally routable Iregbes. Nodes on private networks
can connect to other nodes on the same private network, agccdn usually open TCP or UDP
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connections to “well-known” nodes in the global addresgmea\ATs on the path allocate tem-
porary public endpoints for outgoing connections, anddliete the addresses and port numbers in
packets comprising those sessions, while generally bigchll incoming traffic unless otherwise
specifically configured.

The Internet’'s newde factoaddress architecture is suitable for client/server conication in
the typical case when the client is on a private network aadénver is in the global address realm.
The architecture makes it difficult for two nodes differentprivate networks to contact each other
directly, however, which is often important to the “peefpeer’” communication protocols used
in applications such as teleconferencing, online gaming, sharing information among personal
devices as UIA is intended to support. We clearly need a waydke such protocols function
smoothly in the presence of NAT.

One of the most effective methods of establishing peere&r-gommunication between hosts
on different private networks is known as “hole punchingtisitechnique is already widely used in
UDP-based applications, but essentially the same tecbilgo works for TCP. Contrary to what its
name may suggest, hole punching does not compromise thetgexfia private network. Instead,
hole punching enables applications to functwithin the the default security policy of most NATSs,
effectively signaling to NATs on the path that peer-to-pe@mmunication sessions are “solicited”
and thus should be accepted. This chapter documents hobhipgrfor both UDP and TCP, and
details the crucial aspects of both application and NAT higinahat make hole punching work.

Unfortunately, no traversal technique works with all exigtNATs, because NAT behavior is
not standardized. Chapter 7 presents some experimentdtsresaluating hole punching support
in current NATs. This data is derived from results submittgdusers throughout the Internet by
running “NAT Check,” a tool specially designed for this erpgent, over a wide variety of NATs
by different vendors. While the data points were gatherethfa “self-selecting” user community
and may not be representative of the true distribution of Nplementations deployed on the
Internet, the results are nevertheless generally encimgrag

While evaluating basic hole punching, we also point outat&ns that can make hole punching
work on a wider variety of existing NATs at the cost of greatemplexity. Our primary focus,
however, is on developing ttemplesthole punching technique that works cleanly and robustly in
the presence of “well-behaved” NATs in any reasonable nétwapology. We deliberately avoid
excessively clever tricks that may increase compatibilitth some existing “broken” NATs in the
short term, but which only work some of the time and may cawsktianal unpredictability and
network brittleness in the long term.

Although the larger address space of IPv6 [62] may evertuatluce the need for NAT, in the
short term IPv6 idgncreasingthe demand for NAT, because NAT itself provides the easiest w
to achieve interoperability between IPv4 and IPv6 addressains [249]. Further, the anonymity
and inaccessibility of hosts on private networks has wigkelsceived security and privacy benefits.
Firewalls are unlikely to go away even when there are enoBgidtresses: IPv6 firewalls will still
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commonly block unsolicited incoming traffic by default, nradk hole punching useful even to IPv6
applications.

5.1.1 Terminology

We adopt the NAT terminology and taxonomy defined in RFC 26838], as well as additional
terms defined more recently in RFC 3489 [207] and RFC 4787. [R&aders are directed to the
above RFCs for detailed information about terminology,thetmost basic terms and concepts are
summarized below.

e Session: Of particular importance is the notion of session. séssion endpoinfor TCP
or UDP is an (IP address, port number) pair, and a particdasions uniquely identified
by its two session endpoints. From the perspective of onbeohbsts involved, a session is
effectively identified by the 4-tuple (local IP, local patmote IP, remote port). Thddrection
of a session is normally the flow direction of the packet thétates the session: the initial
SYN packet for TCP, or the first user datagram for UDP.

e Traditional NAT: Of the various flavors of NAT [228], the most common typéraitional
or outboundNAT [226], which provides an asymmetric bridge between aagte network
and a public network. Outbound NAT by default allows onlylmutnd sessions to traverse
the NAT: incoming packets are dropped unless the NAT idestifhem as being part of an
existing session initiated from within the private networtoutbound NAT conflicts with
peer-to-peer protocols because when both peers desiriogntonunicate are “behind” (on
the private network side of) two different NATs, whicheverep tries to initiate a session, the
other peer’s NAT rejects it. NAT traversal entails makind®P&ssions look like “outbound”
sessions tdoth NATSs.

e Basic NAT versus NAPT: Outbound NAT has two sub-varietie®asic NAT which only
translates IP addresses, awetwork Address/Port TranslatigiNAPT), which translates en-
tire session endpoints. NAPT, the more general varietyalssbecome the most common
because it enables many hosts on a private network to shanesthof asingle public IP
address. Throughout this chapter we assume NAPT, thougiriti@ples and techniques we
discuss apply equally well (if sometimes trivially) to BadAT.

e Loopback/Hairpin Translation: When a host in the private domain of a NAT device at-
tempts to connect with another host behind the same NAT dexsing the public address of
the host, the NAT device performs the equivalent of a “Twib&F” translation on the packet
as follows. The originating host’s private endpoint is slated into its assigned public end-
point, and the target host’s public endpoint is translated its private endpoint, before the
packet is forwarded to the target host. We refer to the abeweshiation performed by a NAT
device adoopback translationit may also be referred to dmirpin translation
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Figure 5-2: NAT Traversal by Relaying

5.1.2 Relaying

The most reliable but least efficient method of P2P commutioicacross NAT is simply to make
the communication look to the network like standard cliggver communication, through relaying.
Suppose two client hostd and B have each initiated TCP or UDP connections to a well-known
serverS, at S’s global IP address 18.181.0.31 and port number 1234. Awrslio Figure 5-2,
the clients reside on separate private networks, and thgiective NATs prevent either client from
directly initiating a connection to the other. Instead eéatpting a direct connection, the two clients
simply use the serve$ to relay messages between them. For example, to send a r¢ssdignt

B, client A sends the message to sengnlong its already-established client/server connection,
and servelS forwards the message on to cligdtusing its existing client/server connection with

Relaying always works as long as both clients can connedtegcsérver. Its disadvantages
are that it consumes the server’s processing power and rietvemdwidth for every data packet
forwarded this way, and communication latency between #weripg clients is likely increased
even if the server is well-connected. Nevertheless, sihesetis no more efficient technique that
works reliably orall existing NATs, relaying is a useful fall-back strategy ifxmum robustness is
desired. The TURN protocol [208] defines a method of impletmgrrelaying in a relatively secure
fashion.

UIA's overlay routing layer effectively provides a genézaell relaying service, which can cre-
ate indirect paths between UIA nodes even when such a pathtrausrse several intermediate
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Figure 5-3: NAT Traversal by Connection Reversal

nodes or must be relayed for purposes other than NAT trdv@asa, to cross between different
network technologies, such as IP and Bluetooth). In the Utkldview, the NAT traversal solu-
tions developed in the following sections represents dpétions that permit the dynamic creation
of “shortcuts” that bypass these intermediate relay hopisealP level, once the P2P connection is
established with the help of the intermediary. Since UlAtseNAT traversal only as an optimiza-
tion, it is acceptable that NAT traversal does not work on%a@ff existing NATs, as we will see in
Chapter 7: when hole punching does not work, UIA can alwaybéek on less efficient, explicit
relaying.

5.1.3 Connection Reversal

Some P2P applications use a straightforward but limitedrtiecie, known asonnection reversal
to enable communication when both hosts have connectioaswell-known rendezvous server
S and only one of the peers is behind a NAT, as shown in Figure H-3A wants to initiate a
connection toB, then a direct connection attempt works automaticallyabeeB is not behind
a NAT and A’'s NAT interprets the connection as an outgoing sessionB Mvants to initiate a
connection ta4, however, any direct connection attempt4ds blocked byA’s NAT. B can instead
relay a connection request t through a well-known serve$, asking A to attempt a “reverse”
connection back t@3. Despite the obvious limitations of this technique, thetdndea of using a
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well-known rendezvous server as an intermediary to helpzelirect peer-to-peer connections is
fundamental to the more general hole punching techniquasitded next.

5.2 UDP Hole Punching

UDP hole punching enables two clients to set up a direct fgepeer UDP session with the help of
a well-known rendezvous server, even if the clients are bettind NATs. This technique was men-
tioned in section 5.1 of RFC 3027 [112], documented moredighly elsewhere on the Web [129],
and used in recent experimental Internet protocols [11%], 2darious proprietary protocols, such
as those for on-line gaming, also use UDP hole punching.

5.2.1 The Rendezvous Server

Hole punching assumes that the two clieMsand B, already have active UDP sessions with a
rendezvous serve$. When a client registers witly, the server recordsvo endpoints for that
client: the (IP address, UDP port) pair that the clibatievestself to be using to talk witht, and
the (IP address, UDP port) pair that the sergkservedhe client to be using to talk with it. We
refer to the first pair as the clientfgivate endpoint and the second as the clieptblic endpoint.
The server might obtain the client’s private endpoint frdma tlient itself in a field in the body of
the client’s registration message, and obtain the cligntldic endpoint from the source IP address
and source UDP port fields in the IP and UDP headers of thattration message. If the client is
notbehind a NAT, then its private and public endpoints shoulélbatical.

A few poorly behaved NATs are known to scan the body of UDPgtatas for 4-byte fields
that look like IP addresses, and translate them as they wibaltP address fields in the IP header.
To be robust against such behavior, applications may wistbfoscate IP addresses in message
bodies slightly, for example by transmitting the one’s ctengent of the IP address instead of the
IP address itself. Of course, if the application is encrnygiits messages, then this behavior is not
likely to be a problem.

5.2.2 Establishing Peer-to-Peer Sessions

Suppose clienl wants to establish a UDP session directly with cliBntHole punching proceeds
as follows:

1. Ainitially does not know how to reacB, so A asksS for help establishing a UDP session
with B.

2. Sreplies toA with a message containing’s public andprivate endpoints. At the same time,
S uses its UDP session witB to sendB a connection request message contaimdrggpublic
and private endpoints. Once these messages are recdiwad] B know each other’s public
and private endpoints.
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Figure 5-4: UDP hole punching, peers behind a common NAT

3. When A receivesB’s public and private endpoints fromfi, A starts sending UDP packets
to both of these endpoints, and subsequently “locks in” whichevetpeint first elicits a
valid response fronB. Similarly, whenB receivesA’s public and private endpoints in the
forwarded connection requesB starts sending UDP packets tb at each ofA’s known
endpoints, locking in the first endpoint that works. The ored timing of these messages
are not critical as long as they are asynchronous.

We now consider how UDP hole punching handles each of thregfgpnetwork scenarios. In
the first situation, representing the “easy” case, the tvemtd actually reside behind the same NAT,
on one private network. In the second, most common caselidmtscreside behind different NATSs.
In the third scenario, the clients each reside behivmlevels of NAT: a common “first-level” NAT
deployed by an ISP for example, and distinct “second-led#Ts such as consumer NAT routers
for home networks.

It is in general difficult or impossible for the applicatioisélf to determine the exact physical
layout of the network, and thus which of these scenarioshi@mtany other possible ones) actu-
ally applies at a given time. Protocols such as STUN [207] mawvide some information about
the NATs present on a communication path, but this inforomathay not always be complete or
reliable, especially when multiple levels of NAT are invetk Nevertheless, hole punching works
automatically in all of these scenariwngthoutthe application having to know the specific network
organization, as long as the NATs involved behave in a redserfashion. (“Reasonable” behavior
for NATs will be described later in Section 5.4.)

5.2.3 Peers Behind a Common NAT

First consider the simple scenario in which the two clieptsifably unknowingly) happen to reside
behind the same NAT, and are therefore located in the sama&t@iliP address realm, as shown in
Figure 5-4. Client4 has established a UDP session with segto which the common NAT has
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Figure 5-5: UDP hole punching, peers behind different NATs

assigned its own public port number 62000. Clighhas similarly established a session withto
which the NAT has assigned public port number 62005.

Suppose that cliend uses the hole punching technique outlined above to edtablisDP
session withB, using servers as an introducer. Cliet sendsS a message requesting a connection
to B. S responds tod with B’s public and private endpoints, and also forwartls public and
private endpoints t@. Both clients then attempt to send UDP datagrams to each diteetly at
each of these endpoints. The messages directed to the pubjioints may or may not reach their
destination, depending on whether or not the NAT suppoitginaranslation as described below in
Section 5.2.5. The messages directed at the private endplaineach their destinations, however,
and since this direct route through the private networkkislyi to be faster than an indirect route
through the NAT anyway, the clients are most likely to sethetprivate endpoints for subsequent
regular communication.

By assuming that NATs support hairpin translation, the igpfibn might dispense with the
complexity of trying private as well as public endpointsttat cost of making local communication
behind a common NAT unnecessarily pass through the NAT. Ageasults in Section 7.6 show,
however, hairpin translation is still much less common agnexisting NATs than are other “P2P-
friendly” NAT behaviors. For now, therefore, applicatiomsy benefit substantially by using both
public and private endpoints.

5.2.4 Peers behind different NATs

Suppose clientsl and B have private IP addresses behind different NATs, as showigimre 5-5.

A and B have each initiated UDP communication sessions from tbeallport 4321 to port 1234
on servelS. In handling these outbound sessions, NARhas assigned port 62000 at its own public
IP address, 155.99.25.11, for the usedd session withS, and NAT B has assigned port 31000 at
its IP address, 138.76.29.7, Bs session withS.

129



In A’s registration message 19, A reports its private endpoint t8 as 10.0.0.1:4321, where
10.0.0.1isA’s IP address on its own private netwotkrecordsA’s reported private endpoint, along
with A’s public endpoint as observed Byitself. A’s public endpoint in this case is 155.99.25.11:
62000, the temporary endpoint assigned to the session hyAReSimilarly, when clientB regis-
ters,S recordsB’s private endpoint as 10.1.1.3:4321 alid public endpoint as 138.76.29.7:31000.

Now client A follows the hole punching procedure described above twksitea UDP commu-
nication session directly with. First, A sends a request messagestasking for help connecting
with B. In responseS sendsB’s public and private endpoints td, and sendsA’s public and
private endpoints t&. A and B each start trying to send UDP datagrams directly to eachesfeth
endpoints.

SinceA andB are on different private networks and their respectivegteNP addresses are not
globally routable, the messages sent to these endpointeadh either the wrong host or no host at
all. Because many NATs also act as DHCP servers, handing?@ddresses in a fairly deterministic
way from a private address pool usually determined by the M&Tdor by default, it is quite likely
in practice thatd’s messages directed &t's private endpoint will reaclsome(incorrect) host on
A’s private network that happens to have the same private tlPead asB does. Applications
must therefore authenticate all messages in some way todiltesuch stray traffic robustly. The
messages might include application-specific names oragyaphic tokens, for example, or at least
a random nonce pre-arranged througyh

Now considerA’s first message sent t8’s public endpoint, as shown in Figure 5-5. As this
outbound message passes through NAT, this NAT notices that this is the first UDP packet in
a new outgoing session. The new session’s source endpdirtt.@11:4321) is the same as that
of the existing session betweeh and S, but its destination endpoint is different. If NAX is
well-behaved, it preserves the identity dfs private endpoint, consistently translatiad out-
bound sessions from private source endpoint 10.0.0.1:482he corresponding public source
endpoint 155.99.25.11:620004’s first outgoing message tB’s public endpoint thus, in effect,
“punches a hole” inA’'s NAT for a new UDP session identified by the endpoints (10104321,
138.76.29.7:31000) oA’s private network, and by the endpoints (155.99.25.11062038.76.29.7:
31000) on the main Internet.

If A’s message tdB’s public endpoint reaches’s NAT before B’s first message tod has
crossedB’s own NAT, thenB’s NAT may interpretA’s inbound message as unsolicited incoming
traffic and drop it. B’s first message tal’s public address, however, similarly opens a holdsia
NAT, for a new UDP session identified by the endpoints (10314821, 155.99.25.11:62000) on
B'’s private network, and by the endpoints (138.76.29.7:81065.99.25.11:62000) on the Internet.
Once the first messages frathand B have crossed their respective NATSs, holes are open in each
direction and UDP communication can proceed normally. Qheeclients have verified that the
public endpoints work, they can stop sending messages ttdraative private endpoints.
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Figure 5-6: UDP hole punching, peers behind multiple leeé NAT

5.2.5 Peers Behind Multiple Levels of NAT

In some topologies involving multiple NAT devices, two clie cannot establish an “optimal” P2P
route between them without specific knowledge of the toppl@pnsider a final scenario, depicted
in Figure 5-6. Suppose NAUT is a large industrial NAT deployed by an internet servicevjater
(ISP) to multiplex many customers onto a few public IP adsEesand NATsA and B are small
consumer NAT routers deployed independently by two of tHe'dSustomers to multiplex their
private home networks onto their respective ISP-providedddresses. Only servSrand NAT

C have globally routable IP addresses; the “public” IP adslFesised by NATA and NAT B are
actually private to the ISP’s address realm, while clidist and B’s addresses in turn are private
to the addressing realms of NAL and NAT B, respectively. Each client initiates an outgoing
connection to servef as before, causing NAT4 and B each to create a single public/private
translation, and causing NAT to establish a public/private translation for each session

Now supposed andB attempt to establish a direct peer-to-peer UDP connectahole punch-
ing. The optimal routing strategy would be for cliefito send messages to cligBis “semi-public”
endpoint at NATB, 10.0.1.2:55000 in the ISP’s addressing realm, and fontclsto send messages
to A’s “semi-public” endpoint at NATB, namely 10.0.1.1:45000. Unfortunately,and B have no
way to learn these addresses, because séhaly sees the truly global public endpoints of the
clients, 155.99.25.11:62000 and 155.99.25.11:6200%otisply. Even ifA and B had some way
to learn these addresses, there is still no guarantee thattbuld be usable, because the address
assignments in the ISP’s private address realm might cowmfiib unrelated address assignments in
the clients’ private realms. (NAR’s IP address in NATC"s realm might just as easily have been
10.1.1.3, for example, the same as cli&s private address in NAB's realm.)
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The clients therefore have no choice but to use their globblip addresses as seen Byfor
their P2P communication, and rely on NAT providing hairpin or loopbacktranslation. When
A sends a UDP datagram i®'s global endpoint, 155.99.25.11:62005, NATfirst translates the
datagram’s source endpoint from 10.0.0.1:4321 to 10.@80D0. The datagram now reaches NAT
C, which recognizes that the datagram’s destination adisese of NATC’s own translategbublic
endpoints. If NATC is well-behaved, it then translatbsththe source and destination addresses in
the datagram and “loops” the datagram back onto the privatieark, now with a source endpoint
of 155.99.25.11:62000 and a destination endpoint of 12&H2000. NATB finally translates the
datagram'’s destination address as the datagram éepsivate network, and the datagram reaches
B. The path back tal works similarly. Many NATs do not yet support hairpin traatsbn, but it is
becoming more common as NAT vendors become aware of this.issu

5.2.6 UDP Idle Timeouts

Since the UDP transport protocol provides NATs with no t#Ba application-independent way to
determine the lifetime of a session crossing the NAT, mostN&imply associate an idle timer with
UDP translations, closing the hole if no traffic has usedritsfome time period. There is unfortu-
nately no standard value for this timer: some NATs have tiuneas short as 20 seconds. If the
application needs to keep an idle UDP session active aftableshing the session via hole punch-
ing, the application must send periodic keep-alive padketaisure that the relevant translation state
in the NATs does not disappear.

Unfortunately, many NATs associate UDP idle timers withvidlial UDP sessions defined by a
particular pair of endpoints, so sending keep-alives orsession will not keep other sessions active
even if all the sessions originate from the same private @ntlpinstead of sending keep-alives on
many different P2P sessions, applications can avoid eixedssep-alive traffic by detecting when
a UDP session no longer works, and re-running the origin panching procedure again “on
demand.”

5.3 TCP Hole Punching

Establishing peer-to-peer TCP connections between hesiisd NATSs is slightly more complex
than for UDP, but TCP hole punching is remarkably similahat protocol level. Since it is not as
well-understood, it is currently supported by fewer exigNATs. When the NATs involvedo sup-
port it, however, TCP hole punching is just as fast and ridials UDP hole punching. Peer-to-peer
TCP communication across well-behaved NATs may in fagnbeerobust than UDP communica-
tion, because unlike UDP, the TCP protocol’s state machivesdgNATs on the path a standard way
to determine the precise lifetime of a particular TCP se&ssio
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5.3.1 Sockets and TCP Port Reuse

The main practical challenge to applications wishing toleanpent TCP hole punching is not a
protocol issue but an application programming interfacljAssue. Because the standard Berkeley
sockets APl was designed around the client/server paradiggiAPI allows a TCP stream socket to
be used to initiate an outgoing connection g@nnect (), or to listen for incoming connections
vial i sten() andaccept (), but not both Further, TCP sockets usually have a one-to-one
correspondence to TCP port numbers on the local host: &fteiplication binds one socket to a
particular local TCP port, attempts to bind a second socktitd same TCP port fail.

For TCP hole punching to work, however, we need to use a siogld TCP port to listen
for incoming TCP connections and to initiate multiple outgp TCP connections concurrently.
Fortunately, all major operating systems support a spdde@d socket option, commonly named
SO_REUSEADDR, which allows the application to bind multiple sockets te tame local end-
point as long as this option is set on all of the sockets irelvBSD systems have introduced a
SO_REUSEPORT option that controls port reuse separately from addresserean such systems
both of these options must be set.

5.3.2 Opening Peer-to-Peer TCP Streams

Suppose that clientt wishes to set up a TCP connection with cligsit We assume as usual that
both A and B already have active TCP connections with a well-known revoles serveS. The
server records each registered client’s public and priematipoints, just as for UDP. At the protocol
level, TCP hole punching works almost exactly as for UDP:

1. ClientA uses its active TCP session withto asksS for help connecting td3.

2. S replies toA with B’s public and private TCP endpoints, and at the same timessgizd
public and private endpoints 8.

3. Fromthe same local TCP porthat A and B used to register witlt, A and B each asyn-
chronously make outgoing connection attempts to the athperblic and private endpoints as
reported byS, while simultaneously listening for incoming connecticars their respective
local TCP ports.

4. A andB wait for outgoing connection attempts to succeed, andfoinflmming connections
to appear. If one of the outgoing connection attempts fails @ a network error such as
“connection reset” or “host unreachable,” the host simghtries that connection attempt
after a short delay (e.g., one second), up to an applicaléimed maximum timeout period.

5. When a TCP connection is made, the hosts authenticateotiaehto verify that they con-
nected to the intended host. If authentication fails, thent$ close that connection and con-
tinue waiting for others to succeed. The clients use thedirstessfully authenticated TCP
stream resulting from this process.
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Figure 5-7: Sockets versus ports for TCP hole punching

Unlike with UDP, where each client only needs one socket taroanicate with bothS and
any number of peers simultaneously, with TCP each clienlicgiipn must manage several sock-
ets bound to a single local TCP port on that client node, asvsho Figure 5-7. Each client
needs a stream socket representing its connectiéh adisten socket on which to accept incoming
connections from peers, and at least two additional stremrkess with which to initiate outgoing
connections to the other peer’s public and private TCP entio

Consider the common-case scenario in which the cligdnéad B are behind different NATSs,
as shown in Figure 5-5, and assume that the port numbers simothie figure are now for TCP
rather than UDP ports. The outgoing connection atteraptsnd B make to each other’s private
endpoints either fail or connect to the wrong host. As withRJDis important that TCP applications
authenticate their peer-to-peer sessions, due of théldad of mistakenly connecting to a random
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host on the local network that happens to have the same@iivaddress as the desired host on a
remote private network.

The clients’ outgoing connection attempts to each otharlslic endpoints, however, cause the
respective NATs to open up new “holes” enabling direct TCRcmnication betweed andB. If
the NATs are well-behaved, then a new peer-to-peer TCRstaegomatically forms between them.
If A’s first SYN packet taB reachesB’s NAT before B’s first SYN packet tod reachesB’s NAT,
for example, therB’s NAT may interpretA’s SYN as an unsolicited incoming connection attempt
and drop it.B’s first SYN packet tod should subsequently get through, however, becats8lAT
sees this SYN as being part of the outbound sessidhttoat A’s first SYN had already initiated.

5.3.3 Behavior Observed by the Application

What the client applications observe to happen with thaikets during TCP hole punching depends
on the timing and the TCP implementations involved. SupploaeA’s first outbound SYN packet
to B’'s public endpoint is dropped by NAB, but B’s first subsequent SYN packet #s public
endpoint gets through td beforeA’s TCP retransmits its SYN. Depending on the operating syste
involved, one of two things may happen:

e A's TCP implementation notices that the session endpointhédncoming SYN match those
of an outbound sessiaA was attempting to initiated’s TCP stack therefore associates this
new session with the socket that the local applicatiomdomas using tacconnect () to B's
public endpoint. The application’s asynchronasnnect () call succeeds, and nothing
happens with the application’s listen socket.

Since the received SYN packet did not include an ACKAG previous outbound SYNA's
TCP replies toB's public endpoint with a SYN-ACK packet, the SYN part beingnaly
a replay ofA’s original outbound SYN, using the same sequence numbece Bis TCP
receivesA’'s SYN-ACK, it responds with its own ACK ford's SYN, and the TCP session
enters the connected state on both ends.

e Alternatively, A's TCP implementation might instead notice thiahas an active listen socket
on that port waiting for incoming connection attempts. 8iBés SYN looks like an incoming
connection attemptd’'s TCP creates newstream socket with which to associate the new TCP
session, and hands this new socket to the application viagpkcation’s nextaccept ()
call on its listen socketA’s TCP then responds tB with a SYN-ACK as above, and TCP
connection setup proceeds as usual for client/serves-styinections.

SinceA’s prior outboundconnect () attempt toB used a combination of source and des-
tination endpoints that is now in use by another socket, hathe one just returned to the
application viaaccept () , A’s asynchronousonnect () attempt must fail at some point,
typically with an “address in use” error. The applicatiorvertheless has the working peer-
to-peer stream socket it needs to communicate WitBo it ignores this failure.
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The first behavior above appears to be usual for BSD-basemhtopge systems, whereas the
second behavior appears more common under Linux and Windows

5.3.4 Simultaneous TCP Open

Suppose that the timing of the various connection attemyrisgl the hole punching process works
out so that the initial outgoing SYN packets frdrath clients traverse their respective local NATs,
opening new outbound TCP sessions in each NAT, before megqdhé remote NAT. In this “lucky”
case, the NATs do not reject either of the initial SYN packersd the SYNs cross on the wire
between the two NATs. In this case, the clients observe antdwv®wn as ssimultaneous TCP
open each peer's TCP receives a “raw” SYN while waiting for a SASK. Each peer's TCP
responds with a SYN-ACK, whose SYN part essentially “replathe peer’'s previous outgoing
SYN, and whose ACK part acknowledges the SYN received frazother peer.

What the respective applications observe in this case adgpends on the behavior of the
TCP implementations involved, as described in the prevargtion. Ifboth clients implement
the second behavior above, it may be thltof the asynchronousonnect () calls made by the
application ultimately fail, but the applications running the clients nevertheless each receive a
new, working peer-to-peer TCP stream socketada ept () —as if this TCP stream had magically
“created itself” on the wire and was merely passively acediy the two endpoints! As long
as the application does not care whether it ultimately weseits peer-to-peer TCP sockets via
connect () oraccept (), the process results in a working stream on any TCP impleatient
that properly implements the standard TCP state machirafigoein RFC 793 [242].

Each of the alternative network organization scenariosudised in Section 5.2 for UDP works
in exactly the same way for TCP. For example, TCP hole pumgchiorks in multi-level NAT sce-
narios such as the one in Figure 5-6 as long as the NATs indalve well-behaved.

5.3.5 Sequential Hole Punching

In a variant of the above TCP hole punching procedure imphteakby the NatTrav library [72],
the clients attempt connections to each other sequentitiyer than in parallel. For example: (1)
Ainforms B via S of its desire to communicatgjithoutsimultaneously listening on its local port;
(2) B makes aconnect () attempt toA, which opens a hole iB’s NAT but then fails due to a
timeout or RST fromA’s NAT or a RST fromA itself; (3) B closes its connection t§ and does
al i sten() onits local port; (4)S in turn closes its connection with, signaling A to attempt a
connect () directly toB.

This sequential procedure may be particularly useful ond&ivs hosts prior to XP Service
Pack 2, which did not correctly implement simultaneous T@erp or on sockets APIs that do not
support theSO_REUSEADDR functionality. The sequential procedure is more timingeatadent,
however, and may be slower in the common case and less rabustisual situations. In step (2),
for example,B must allow its “doomed-to-failtonnect () attempt enough time to ensure that at
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least one SYN packet traverses all NATs on its side of the ortwioo little delay risks a lost SYN
derailing the process, whereas too much delay increasdsettidime required for hole punching.
The sequential hole punching procedure also effectivebnéames” both clients’ connections to
the serverS, requiring the clients to open fresh connectionsStor each new P2P connection to
be forged. The parallel hole punching procedure, in cofttggically completes as soon as both
clients make their outgoingonnect () attempts, and allows each client to retain and re-use a
single connection t&¢ indefinitely.

5.4 Properties of P2P-Friendly NATs

This section describes the key behavioral properties NAlstimave in order for the hole punching
techniques described above to work properly. Not all cirMAT implementations satisfy these
properties, but many do, and NATs are gradually becomingert®2P-friendly” as NAT vendors
recognize the demand for peer-to-peer protocols such as woier IP and on-line gaming.

This section is not meant to be a complete or definitive spatifin for how NATs “should”
behave; we provide it merely for information about the mashmonly observed behaviors that
enable or break P2P hole punching. The IETF started the BEEM@rking group to define offi-
cial “best current practices” for NAT behavior [118]. As diig writing, the BEHAVE group has
standardized NAT behavior recommendations for UDP [16]I&whulticast [261], and is finalizing
similar recommendations for TCP [101], which include thegiderations outlined in this section
and others. NAT vendors should of course follow the IETF viriglkgroup directly as official be-
havioral standards are formulated.

5.4.1 Consistent Endpoint Translation

The hole punching techniques described here only work aatioally if the NAT consistently maps
a given TCP or UDP source endpoint on the private networksimgle corresponding public end-
point controlled by the NAT. A NAT that behaves in this way éarred to as @one NATin RFC
3489 [207] and elsewhere, because the NAT “focuses” all@essriginating from a single private
endpoint through the same public endpoint on the NAT.

Consider again the scenario in Figure 5-5, for example. Wiient A initially contacted the
well-known serverS, NAT A chose to use port 62000 at its own public IP address, 155299.2
as a temporary public endpoint to representitig private endpoint 10.0.0.1:4321. Whehlater
attempts to establish a peer-to-peer session Bitly sending a message from the same local private
endpoint toB’s public endpoint,A depends on NATA preserving the identity of this private end-
point, and re-using the existing public endpoint of 15529911:62000, because that is the public
endpoint forA to which B will be sending its corresponding messages.

A NAT that is only designed to support client/server proteasill not necessarily preserve the
identities of private endpoints in this way. Such a NAT sgyenmetric NATh RFC 3489 terminology.
For example, after the NAT assigns the public endpoint 1%3%11:62000 to clientl’s session
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with serverS, the NAT might assign a different public endpoint, such &.998.25.11:62001, to the
P2P session that tries to initiate withB. In this case, the hole punching process fails to provide
connectivity, because the subsequent incoming messagesreach NAT A at the wrong port
number.

Many symmetric NATs allocate port numbers for successigsieas in a fairly predictable way.
Exploiting this fact, variants of hole punching algorithf3§, 100] can be made to work “much of
the time” even over symmetric NATs by first probing the NAT&hawvior using a protocol such as
STUN [207], and using the resulting information to “preditte public port number the NAT will
assign to a new session. Such prediction techniques ammghising a moving target, however,
and many things can go wrong along the way. The predictedmuonbber might already be in use
causing the NAT to jump to another port number, for examptearmther client behind the same
NAT might initiate an unrelated session at the wrong timessmallocate the predicted port number.
While port number prediction can be a useful trick for achigvmaximum compatibility with
badly-behaved existing NATS, it does not represent a rdouagf-term solution. Since symmetric
NAT provides no greater security than a cone NAT with pesiestraffic filtering, symmetric NAT
is becoming less common as NAT vendors adapt their algositionsupport P2P protocols.

5.4.2 Handling Unsolicited TCP Connections

When a NAT receives a SYN packet on its public side for whatappto be an unsolicited incoming
connection attempt, it is important that the NAT just silgridrop the SYN packet. Some NATs
instead actively reject such incoming connections by senbiack a TCP RST packet or even an
ICMP error report, which interferes with the TCP hole pumchprocess. Such behavior is not
necessarily fatal, as long as the applications re-try aotgoonnection attempts as specified in step
4 of the process described in Section 5.3.2, but the regufimsient errors can make hole punching
take longer.

5.4.3 Leaving Payloads Alone

A few existing NATs are known to scan “blindly” through patlmyloads for 4-byte values that
look like IP addresses, and translate them as they wouldPthedress in the packet header, without
knowing anything about the application protocol in use.sTad behavior fortunately appears to
be uncommon, and applications can easily protect thenmsalyainst it by obfuscating IP addresses
they send in messages, for example by sending the bitwispleamant of the desired IP address.

5.4.4 Hairpin Translation

Some multi-level NAT situations require hairpin trangatisupport in order for either TCP or UDP
hole punching to work, as described in Section 5.2.5. Thaat® shown in Figure 5-6, for ex-
ample, depends on NAT' providing hairpin translation. Support for hairpin traatgbn is unfortu-

nately rare in current NATSs, but fortunately so are the nekveazenarios that require it. Multi-level
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NAT is becoming more common as IPv4 address space deplatiimuoes, however, so support for
hairpin translation is important in future NAT implemerndars.
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Chapter 6

UIA Implementation

This chapter describes UIAs current implementation stafl of the UIA components described
in prior chapters have been prototyped, although thesetypes are not yet feature-complete or
fully integrated into a single easily installable and usabistem. UIA represents an ambitious new
networking architecture, and fully implementing and refqit into a robust system ready for pro-
duction use will take substantial additional work. Sectoh describes the current implementation
of the personal name system described in Chapter 2, SecfodeScribes the prototypes of the
three approaches to UIA routing explored in Chapter 3, arali®@e6.3 describes the Structured
Stream Transport (SST) prototype.

6.1 Personal Naming Implementation

A UIA prototype implementing the personal naming (Chapfead social routing (Section 3.2)
protocols currently runs on Linux and Mac OS X, and is pdytipbrted to FreeBSD. As illustrated
in Figure 6-1, the prototype consists of two user-level damsnimplementing UIA's naming and
routing layers, respectively, and a graphical applicafmmbrowsing and controlling devices and
groups. The control application and other UlA-aware agplins on the device interface directly
to the naming and routing daemons via Sun RPC. Through theséeices, UIA-aware applications
can resolve UIA names to EIDs, explore and modify groups dralb®f the user, send packets to
EIDs, receive packets on the device’s EID, and discoverspaethe local-area network.

6.1.1 Prototype Status

The UIA prototype’s name daemon is written in Python and anpnts most of the design de-
scribed in Section 2.3, providing group creation, mergimgmed links between groups, naming
state gossip, state evaluation, multi-component naméduteésn and ownership revocation. The
prototype hame daemon does not yet implement certain aspktte name system design, how-
ever, such as multiple personal EIDs per device (SectiorlR.8ndo of merge operations (Sec-
tion 2.3.3), copying orphaned change records across réwosgSection 2.3.3), and the caching
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Figure 6-1: Structure of UIA prototype implementation

remote name resolution protocol (Section 2.3.6). The pyptorouting daemon will be described
later in Section 6.2.

The UIA control application allows the user to browse the Winespace and create and mod-
ify groups, as illustrated earlier in Figure 2-3, and sufg®w the device introduction process as
illustrated in Figure 2-1. The control application is stithpolished and does not yet fully support
shared groups or revocation, however.

The source code for the UIA prototype is available on the Web a

http://pdos.csail.mt.edu/uial

6.1.2 Support for Smaller Devices

The UIA prototype has been ported to the Nokia 770 Internbléfaa Linux-based Internet ap-
pliance with an ARM processor. The naming and routing layenge the full functionality of the
regular Linux/Mac version of UIA, but the port of the GUI caritapplication is not yet complete.
In general, the routing and naming modules should portyeasilong smaller devices, while the
GUI component requires more modifications because of the mpecialized and restrictive user
interface frameworks available on each class of mobilecdeVWIA does not rely on extensive data
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entry or other forms of user interaction that are fundambndifficult to achieve on small devices,
however.

6.1.3 Using UIA Names in Legacy Applications

The UIA prototype supports legacy applications throudghua wrapper and DNS proxy. Theun
wrapper disguises EIDs as device-local IP addresses asdhessdernel’s un device to forward
applications’ TCP and UDP packets for these special IP addseover UIAs routing layer. The
DNS proxy similarly intercepts name lookups made by locaglliaptions and resolves UIA names
to device-local IP addresses for the corresponding EIDsh&Ve run Apache, Firefox, OpenSSH,
and Apple’'s Personal File Sharing over UIA using this legaatgrface without modification or
recompilation.

UIA's legacy application support layer makes the user'speal group appear to applications
like a global virtual private network, by intercepting netk-local broadcast packets that applica-
tions send to UIA's special IP addresses and forwarding theearely to each of the user’s personal
devices. Because of this feature, many broadcast-basedl-doea” service discovery protocols
such as Bonjour [11] automatically work across all the devim the user’s personal group, even
when some of the devices are in fact remote. We have used 'Agbejour-based Personal File
Sharing, for example, to locate and share files remotely dmtvdevices in a UIA personal group
as if they were present on the same LAN.

6.2 Overlay Routing Implementation

Of the three approaches to UIA overlay routing explored iafitar 3, only the first (Social Routing)
is fully implemented and deployed in an immediately usabtenf the other two currently have only
minimal prototypes suitable for simulation and analysigopges. We briefly examine each of these
implementations in turn.

6.2.1 Social Routing

The social routing protocol described in Section 3.2 is enpénted and in regular use in the UIA
prototype. The social routing overlay protocol is impleteehin C++ as a standalone UIA routing
daemon, which interacts with other UIA components via RBRGllastrated in Figure 6-1.

Local Discovery

The social routing daemon uses Apple’'s Bonjour [11] to disc@nd connect with other devices
that happen to be located on the same local area network. ENlisek use this local-area discov-
ery mechanism for two purposes. First, the UIA naming layapethds on local-area discovery to
implement its secure local introduction process, desdribeSection 2.2.1. Second, once devices
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are already introduced at the UIA naming layer, the routaygf takes advantage of local-area dis-
covery to find and re-connect with devices that may have movetianged IP addresses since last
contact, but are now located on the same local-area netvanke the local-area discovery mech-
anism works even if the devices in that LAN are not actuallprexted to the Internet, through
this local-area discovery mechanism the routing protoaal successfully connect and route to (or
through devices in small “ad hoc” edge networks not connected tdrttegnet, such as the ad hoc
network a small group of people might create at a busines$lonon a bus or plane.

Locating and Routing to Remote Devices

To connect with devices that are not directly reachable eit tast known IP address or via the
local-area discovery mechanism, the social routing daemsen the flooding mechanism described
earlier in attempt to find the desired EID within the socialwak formed by the UIA devices that
arecurrently reachable. The prototype currently uses SSL][&v& TCP connections to implement
cryptographic EID authentication and provide secure comoation between UIA devices.

Routing Legacy Application Traffic over UIA

As mentioned earlier, the UIA prototype supports legacyliegpons through d un wrapper and
DNS proxy. Thet un wrapper disguises EIDs as device-local IP addresses asdthesédernel’s

t un device to forward applications’ TCP and UDP packets for ehgigecial IP addresses over
UIA's routing layer. In this way, applications can bind a kercto the local device’s EID or connect
to a remote device by EID.

The current overlay routing layer represents EIDs as “fdRelersion 6 (IPv6) addresses [62],
because the 128-bit size of IPv6 addresses makes it simgéntrate these fake addresses uniquely
(with high probability), simply but truncating the cryptaghic EID and prepending a prefix denot-
ing these addresses asique local addressg410]. No IPv6 infrastructure is required for the UIA
routing daemon to work, however, and all messages forwaoded network links are tunneled
through IPv4 sockets. In any case, the current prototymssofi IPv6 is purely for convenience; it
could just as well represent EIDs as fake IPv4 addressegidprg full compatibility with applica-
tions that only support IPv4, at a small cost in the compjegftmanaging the space of fake IPv4
addresses within each host’'s address space.

UIA's legacy application support layer effectively makbe tiser’s personal group appear to ap-
plications like a global virtual private network, by intepting network-local broadcast packets that
applications send to UIA's special IP addresses and foriwgrithem securely to each of the user’s
personal devices. Because of this feature, many broaleast “local-area” service discovery pro-
tocols such as Bonjour automatically work across all théa#evin the user’s personal group, even
when some of the devices are in fact remote. We have used 'Agbejour-based Personal File
Sharing, for example, to locate and share files remotely dmtvdevices in a UIA personal group
as if they were present on the same LAN.
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6.2.2 Identity Hash Routing

The Identity Hash Routing algorithm described in Sectidhi8.implemented for simulation and
experimental evaluation purposes in about 2300 lines of, @¥tuding a custom simulation testbed.
The prototype implements most of the IHR algorithm as dbscrincluding the merge procedure,
and supports both source routing and virtual link forwagdifhe prototype does not yet simulate a
dynamically evolving network topology in general, but dsapport simulation of “net split” events
of various magnitudes for purposes of testing the mergeepiae.

6.2.3 Compact Routing

The TZk-based compact routing algorithm described in Sections3ishplemented for simulation
and experimental evaluation purposes in two versions: dlyaBgthon version consisting of about
2000 lines of Python [189] and 630 lines of C to optimize parfance-critical calculations, and a
4500-line all-C++ version. The two implementations are tiyasquivalent. The prototypes imple-
ment randomized landmark selection and distributed rguti@ee construction based on simulated
messages, but they do not yet implement address assignonenteirval routing or attempt to sim-
ulate dynamically changing networks.

6.3 Structured Stream Transport Implementation

A prototype implementation of the Structured Stream Trarts{8ST) protocol described in Chap-
ter 4 is implemented and usable in both simulation and reslenetwork environments, although
not yet complete or integrated with the main UIA prototypéeTSST prototype takes the form of
a user-space library written in C++, which runs on Linux, BSfac OS X, and Windows. The
library builds on the Qt portability framework [248], rehg on the Core and Network components
of Qt (but not the large graphical user interface component)

The prototype implements the SST protocol atop UDP, so gsreguires no special privileges
or OS extensions, and the library can be statically linked or distributed with applications to
minimize deployment burden on users. Although runningspant protocols atop UDP is not the
traditionally accepted and sanctioned approach, thisoagprhas a number of advantages in addi-
tion to application-level deployment, such as compatibiiith existing NATs and firewalls [86].
The prototype implements most of the SST protocol desigiudting classic TCP congestion con-
trol [6], but a few features such as flow control and MTU disrgvare still incomplete.

The prototype also allows the application to assign psidetels to streams, for explicit control
of data transmission within the scope of a congestion cattrahannel. For controlled testing and
simulation, the library allows client applications to rumltiple instances of SST simultaneously in
one process, and to virtualize SST's use of the host's timimnetworking facilities. The prototype
currently totals about 13,000 source lines, or 4,400 sdovisp and is available on the Web at:

http://pdos.csail.nit.edu/uialsst/
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Chapter 7

Evaluation

This chapter evaluates the various components and algwittomprising UIA in terms of real-
world experience using the currently-deployed parts of #&perimental tests, and simulation
studies.

7.1 Experience Using UIA Personal Names

The primary goal of UIA's naming system is convenience arability by non-technical users, a
goal that can only be evaluated effectively once UIA has kgrioyed longer and more widely
in the field. We currently run the UIA prototype on a number eEktop and laptop machines
in our lab, however, and regularly run existing applicasi@uch as SSH over UIA to reach our
mobile devices via their short personal device names, angengonal experience so far confirms
the convenience and simplicity of the basic UIA personal ingrmodel.

Many practical challenges remain before UIA personal ngneain be widely deployed, how-
ever. Our decision to implement UIA initially using uselasp daemons facilitated UIA's porta-
bility to multiple operating systems, but its level of intajon with any one system is limited: a
production-quality implementation of UIA naming will prably have to be somewhat more OS-
specific in order to integrate cleanly and smoothly. For egammost mature operating systems
provide a clean, OS-sanctioned mechanism to hook into thtersys name resolution mechanism,
whose use would eliminate our prototype’s need to redik@MS lookups to a local DNS proxy
and avoid the associated potential confusion if the usemalbnedits the system’s DNS resolver
configuration. The OS-sanctioned mechanisms to hook inteerr@solution tend to change com-
pletely from one OS to another, however, so we avoided usiagn tfor portability reasons.

7.1.1 Interaction with Global Names and Legacy Applicatiois

One minor pragmatic difficulty we encountered in using UlAgmmal names in legacy applications
is that certain applications, particularly web browseke Firefox, assume that any valid DNS host
namemustcontain at least one period (); otherwise the application interprets the name as some
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other word such as a search term to be submitted to a Web seagate. This “at least one dot”
assumption is valid in the traditional DNS world in which tbere only a few top-level domains
(TLDs), none of which represent host names, but becomedidrivathe context of UIA, where
single-component host names are commonplace and rephesgatwithin the user's own personal
group. Fortunately, until such applications can be modiftecemove this assumption or be made
specifically aware of UIA host names, there is an easy wotkatosimply append a period to the
end of the name when typing it: e.ghdnepc. ’ instead of just homrepc’. The recent decision
of ICANN to open up the allocation of new top-level domain$§,[417] may eventually force the
reevaluation of this traditional assumption even in theazglobal DNS names.

One danger inherent in UIAs current behavior of resolviraygonal names as if they were
global names is the potential confusion that might be caiiskd user creates a personal name that
conflicts with a DNS top-level domain. If the user names onbeafpersonal deviceg bmi, for
example, she will no longer be able to refer to any global DE®® ending in. com. This danger
could be ameliorated by detecting and warning the user ifasteenpts to create a personal name
that conflicts with a known TLD, and could be avoided entir@lygome cost in the conciseness and
convenience of personal names by placing all personal nanmdes some particular “virtual” TLD
such as. per s’. This latter approach would also conveniently avoid thelglem mentioned above
of applications that assume every DNS name contains atdeastot.

7.2 Social Routing Evaluation

This section uses real-world experience and simulatiorsvéduate the Social Routing protocol
implemented in the currently deployed UIA prototype, inartb verify that the proposed design is
capable of providing the desired connectivity on realiggtworks.

7.2.1 Experience with Social Routing

We currently run the UIA prototype on a number of desktop amddp machines in our lab, and
regularly run existing applications such as SSH over UlAdach our mobile devices via their
short personal device names. The overlay routing protagtinaatically accounts for IP address
changes and traverses NATs as necessary; SSH connectemsvbpn we take a laptop home need
not be restarted. Although these uses are already possiblternate protocols such as Mobile
IP, the complexity of configuring these alternatives hasegaly deterred even those of us with
the necessary technical knowledge from deploying them. &¥éthat UIA's zero-configuration
personal naming and connectivity provides a crucial migglement in making mobile devices
usable.

One of the key requirements for the social routing protooalvork reliably is for every user
to have at least one stable, publicly reachable node sormevitidnis own or one of his friends’
personal groups. While we found this requirement easy tefgatince most machines at MIT
and many other universities have their own public IP addréms requirement could prove more
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of a problem for users whose only “stable” desktop machimesczated behind home and/or cor-
porate firewalls and NATs. Although we implemented tefault peermechanism described in
Section 3.2.1 to address this difficulty, UIA has not yet seefficient deployment among such
users to evaluate this issue thoroughly.

7.2.2 Experimental Setup

We use as our simulated network a crawl of the social netwgrkite Orkut gathered by Li and
Dabek [145]. This graph is merely suggestive; until UIA isrmavidely deployed, it will not be
clear how accurately the Orkut graph characterizes Ullslyi usage model. The graph has 2,363
users, which we take to represent devices, as if each usexdomme device. Friend relationships
are bidirectional, and the number of friends per user isliigkewed: the median is only 7, but the
most popular user has over 1,000.

Our simulator takes as inputmercent stablgparameter and randomly chooses that percent of
the devices to bstableand publicly accessible. All other devices the simulatansiders to be
mobileand inaccessible except through some stable device, akiifdba NAT. We assume that all
devices agree as to which devices are stable.

Each device chooses 16 peers and allows at most 64 devickedeecit, to limit each device’s
overlay maintenance cost in a real network. Devices choesespn order of friendship distance.
A device can only choose a given target as a peer if the tamget dot already have 64 peers, or if
the new device is closer than one of the target’s existingspée which case the target discards a
random peer at higher friendship distance. Since we do ndiaue traces with which to simulate
the network’s evolution, the simulated devices choosesp@erandom order, iterating until the
network reaches a fixed point.

The simulator then performs token-limited location redgsiem the resulting overlay between
10,000 random pairs at friendship distances 1, 2, and 3. Eadup starts with 16 tokens, and
doubles after each failure, up to a maximum of 256 tokens.sithalator records the percentage of
requests that succeed after a given number of rounds andtth@timber of messages sent.

7.2.3 Location Success Rate

An important performance metric for the location algoritienthe number of tokens needed to
locate a target device successfully. Using more tokengasas the chance of success (assuming
that the overlay is in fact connected), but also increasesaist of concluding that an unreachable
device is offline. Figure 7-1 shows the success rate meaguthd simulation for locating devices

at friendship distance 1. Using 256 tokens, the locatioorélyn achieves greater than a 99.5%
success rate for 10% or more stable devices. Using 64 tokeraddorithm achieves 97.5% success
for 10% or more stable devices. The vast majority of reque8t% of requests at 10% or more
stable devices—succeed within the first inexpensive rodidd cokens.
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Figure 7-1: Location request success rate

At the far left of the graph where few stable devices are alitdl, the success rate drops off
because each stable device can only support 64 peers, ardatieenot enough stable devices for
each mobile device to choose a full 16 peers, or in some cagests the percentage of stable
devices increases, a linearly increasing number of logaiquests are to stable devices that can be
contacted directly without flooding, thus requiring no toke

We also measured the success rates for locating deviceemdship distances of 2 and 3,
though we omit the corresponding graphs. The results faamtie 2 are almost as good as for
distance 1, presumably because two devices at friendskipndie 2 are likely to peer with some
common stable device at distance 1 from each of them. Sucatesdrops considerably at distance
3, however, achieving only 50% success with 256 tokens inardés of 40% or more stable devices,

for example.

7.2.4 Messages Sent

The lower line in Figure 7-2 shows the total number of messagmt during successful token-
limited lookup requests for devices at friendship distahca request’s message count is ultimately
bounded by its token count, but is often much less becausessicl lookups usually do not require
all available tokens.

At the left edge of the graph, there are not enough stableceg\for every mobile device to
have a peer, so few requests succeed. Those that do succeedcdeaply, however, because all
of the connected mobile devices have clustered around the &aw stable devices. The message
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Figure 7-2: Mean messages sent per location request

count peaks near the point where the number of stable devimsnes barely sufficient to serve all
of the mobile devices, so the requests usually succeed buafier contacting many devices. As
the number of stable devices increases further, more resjo@splete without flooding at all, since
stable targets are reachable directly at their last knowaddresses.

To contrast UIA's token-limited scheme with flooding lindteéy hop count [42], the upper line
in the figure shows the total number of messages sent for ssfatéop count-controlled location
requests in which the originating device knows via an or#tedeexact hop count required for the
search to succeed in one round. As the graph shows, the balsat scheme requires far fewer
messages than even this “ideal” hop count-limited scherhe.iffefficiency of the hop count scheme
results from the skewed popularity distribution and redumay of the friendship graph, as discussed
in Section 3.2.2.

7.3 Identity Hash Routing Evaluation

Although Identity Hash Routing (IHR) is not yet fully impleated as a usable distributed protocol
or integrated into the UIA prototype, in this section we usaudation results to evaluate the po-
tential utility of IHR’s routing and forwarding algorithmfer a future version of UIA. Until a full
implementation has been deployed and a substantial tnitiaas of users has developed, simula-
tions provide the only realistic option for tuning the prodband predicting how it will behave on
the large networks it is intended to support.
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7.3.1 Performance Metrics

In order to asses the basic viability of the IHR routing poolo we focus here on measuring the
efficiency of the network paths the protocol finds throughdmm network topologies. Many other
important factors that will affect the performance of realrld IHR networks remain for future
study. In particular, while simulations confirm that thetpil recovers from random node failures
and network partitions, we do not yet have a full characétion of the dynamic behavior of a IHR
network under continuous change.

In order to measure the efficiency of routing paths choserH® hodes, we define thitlR
path lengthbetween two nodes, andn, to be the total number of physical hops in the path that
ny constructs toy using thebuild _path procedure in Figure 3-4. We define thetchbetween
n1 andns to be the ratio of the IHR path length to the length of the bessjble path through the
underlying topology.

We measure the stretch for a given pair of nodes by ulsinlgl _path to construct a path from
one node to the other, measuring the total number of phylsagad in the path, and then eliminating
all the virtual links thabuild _path constructed so that the measurement of one path does ntit affe
the measurement of subsequent paths. On networks of 108 nodess we measure all possible
paths between any two nodes; on larger networks we take deai®,000 randomly chosen node
pairs.

7.3.2 Test Network Topology

Selecting appropriate network topologies for simulatioh$HR is difficult, because we have no
way to predict the topologies of the networks on which a prottike IHR will actually be deployed.
Using topological maps of the existing IPv4 Internet woultt make sense: the existing well-
connected Internet is precisely the portion of today’s glaletwork infrastructure across which
IHR will not have to find paths, because IP already does that well enondhHHRR simply treats
these paths as direct physical links. For the function IH&Rsgned provide, finding paths between
nodes on the Internet and nodes on the many private and acchagorks attached to it, no reliable
topological data is available precisely because most aktlagljoining networks are private.

Nevertheless, we can construct artificial topologies tpar@ximate the most important char-
acteristics we believe this global network infrastructtoéhave. First, we expect the topology on
which IHR is deployed to consist of many clusters, in whicbteaode in a given cluster can reliably
address and connect with any other node in the same clustarpbes in one cluster have limited
connectivity to nodes in other clusters. Second, becaushkeofliversity of existing networking
technologies and deployment scenarios, we expect the sthese clusters to follow a power law
distribution, with larger clusters having better connéttito neighboring clusters. Finally, we ex-
pect all of these clusters to be within at most a few hops fra@imgle huge, central cluster, namely
the public IP-based Internet.
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To construct an artificial topology having these charasties, we start with a single distin-
guished cluster we will call theoot cluster initially containing a single node. We then randomly
“grow” the network one node at a time as follows. For each nedenwe choose the number of
attachment points the node will have based on a geometraonarvariable with amultihoming
probability parameterp,,. Approximatelyp,, N of the network'sN nodes will have at least two
attachment pointg;2, N have at least three attachment points, and so on.

We choose each attachment point for a new node via a randokfrneal the root cluster using
a downstream probabilitparametep,; and anew cluster probabilityparametep,,. At each step,
with probability p; we move the attachment point downstream, and with prolyabili- p; we
terminate the process. To move the attachment point dogamsirwe choose a node at random
from the current cluster, then we either create a new cliipterate” to that node with probability
pn, OF €lse we with probability — p,, we pick at random any cluster that node is attached to (which
could be the cluster we just came from). Once the random \eatkihates, we add the new node to
the cluster at which the walk ended.

We call the resulting random network topologyaoted topology, since it consists of many
small clusters centered around the single large root clusp@roximating the well-connected IP-
based Internet surrounded by many smaller private networks

We choose somewhat arbitrarily the following “baselinetgraeters for the experiments. We
use network topologies of varying sizes constructed withuitihnoming probabilityp,,, = 1/10,
a downstream probability; = 3/4, and new link probabilityp,, = 1/2. On these topologies we
build IHR networks with a redundancy factbr= 3, by adding nodes to the network one at a time in
random order. We will vary these parameters to explore thgiact on the efficiency of the routing
protocol.

7.3.3 Source Routing versus Recursive Tunneling

Figure 7-3 shows the average and maximum path stretch @ukérertical axis) between any two

nodes on networks of a given size (horizontal axis), for tsathrce routing and recursive tunnel-
ing. The error bars indicate standard deviation of the nredsstretch. In the random 10,000-node
rooted topology, the root cluster contains 3233 nodes (32¥emetwork), the average distance be-
tween any two nodes is 2.5 hops, and the maximum distanceebetany two nodes (total network

diameter) is 8 hops.

With both source routing and recursive tunneling, we seetti@IHR routing protocol con-
sistently finds paths that are on average no more than twitngsas the best possible path. The
average-case efficiency of recursive tunneling is sligiMbyse than for source routing, due to the
more limited amount of information nodes have to optimizéhpahey find through the network.
The routing protocol occasionally chooses bad paths—ujxtstretch for source routing and up
to 16 x for recursive tunneling—but the low standard deviatioriéates that these bad paths occur
rarely.

153



- — - - -
Maximum stretch - recursive tunneling
Maximum stretch - source routing -------
Average stretch - recursive tunneling --------
Average stretch - source routing - -

16

Average stretch

A SE
I YooK 1
i S |
s |
1 s S—
1 1 1 1
10 100 1000 10000

Network size (number of nodes)

Figure 7-3: Network path stretch for source routing verggesirsive tunneling

7.3.4 Rooted versus Unrooted Networks

We would next like to determine how much the IHR routing pooidobenefits from the tree-like
structure of rooted network topologies. Is the IHR routimgtpcol only viable when some underly-
ing protocol such as IP is doing most of the work of routinghivitthe large central cluster, or could
IHR routing also be used to internetwork a number of smak-layer networks joined in ad-hoc
fashion?

To explore this question, we modify the random network doegbrocedure of Section 7.3.2 so
that the random walk to find each new attachment point for argatarts at a cluster chosen uni-
formly at random from all existing clusters, rather than atedl-known root cluster. The resulting
unrootedtopologies have a much more uniform and unpolarized digigh in their cluster sizes
and in the connections between clusters. In the random @08e unrooted topology, for exam-
ple, the largest cluster contains only 11 nodes, the aveat@ggnce between any two nodes is 7.7
hops, and the network diameter is 19 hops. We expect effimeting on such a diffuse network to
be more difficult than on a rooted network.

Figure 7-4 compares the path efficiency of IHR source roatet forwarding on rooted and
unrooted networks of varying sizes. We find that unrootedvoits indeed yield greater stretch,
but not by a wide margin. This result suggests that IHR rguignnot highly dependent on rooted
topologies and may be useable as well on more diffuse tofEsog
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Figure 7-4: Network path stretch for rooted versus unroogtgvorks

7.3.5 Discussion and Future Work

The above development and evaluation of IHR suggests thdiakic approach of adapting DHT
lookup algorithms into overlay routing schemes may indeedibble. Since IHR has so far only
been analyzed under simulation and is not integrated itaéployed UIA prototype, however, it
is likely that many practical issues will still need to be esk$ed in order to make it into a robust
distributed protocol.

One potential issue with the scheme as described above datiger of temporary routing
loops developing between nodes due to dynamic changes imetisork topology. For example,
with forwarding based on recursive tunneling, if nadehas a virtual link throughB to C, then
B’s physical link toC fails, B might seeA’s advertised (virtual) link ta” and try to use it to build
a virtual link to C' through B. These mutually recursive virtual links will eventuallyng out and
be garbage collected, but the resulting loop could caussiderable network inefficiency and slow
routing table convergence in the meantime. These issuamaudifferent from the looping issues
of classic Bellman-Ford routing, however, and the manytgmis to this problem that have been
explored in the context of traditional routing protocols &kely to be applicable to IHR as well.

A second, somewhat more serious challenge with IHR is therggof the distributed routing
structure against the variety of disruption or denial-efvice attacks that malicious nodes might
mount. These threats have already received considerdbltdian in the context of traditional DHT
lookup schemes [40,67,220,230], and many of the proposeddies may apply to IHR as well, but
fully understanding the similarities and differences bedw DHT lookup and DHT-inspired overlay
routing for security purposes will require further anatysDne approach that may be particularly
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useful in the context of UIA is to build on the social trustrfrawork provided by UIA'S naming
layer, as the Sprout DHT does [152].

IHR lacks a formal bound on stretch—i.e., on the inefficieatthe paths it finds. Furthermore,
the typical stretch measured in the above simulations magdsonable in practice, when multi-hop
UIA routing is only needed as a “backup solution” when IP mogitprovides no path at all, but is
not what we might hope for. In the next section, therefore ew@ore the use of routing schemes
that can guarantee bounded stretch on any topology—thasigle avill see there are downsides to
these schemes as well.

7.4 Compact Routing Evaluation

As with IHR, the TZ-based compact routing protocol has not yet been develapedifully op-
erational protocol ready for use on real-world networks,this section uses simulations to analyze
a variety of general properties of the protocol that arelyike be important to its practical utility.
We first examine stretch, then congestion of network rowted,finally robustness against failures
in the network. Although these are far from the only progsrimportant for practical deployment,
these first-step results appear promising and help confienpribtocol’s scalability and understand
the remaining challenges to be addressed.

7.4.1 Simulation Framework and Method

The simulated message-based compact routing protocalsboil a custom, lightweight simulation
framework in C++, because we found existing simulation fraunrks insufficiently scalable to
handle the large graph sizes we wished to test (over 190,086snin one case). The current
simulation environment and routing protocol representscisd generation to an earlier Python-
based simulator, which yielded comparable results on smgithphs but did not scale sufficiently
to handle the largest ones.

Due to the unavailability of realistic network topology dséts or generators that included use-
ful edge weights—e.g., measured round-trip delays betwedwork nodes—we did not try to
model time realistically in our protocol. Instead, all siated nodes perform protocol processing
in lock step: they receive messages from neighbors, prabess, and send new messages to their
neighbors in one time step, and once sent, messages artiharadestinations one time step later.

The simulated protocol selects landmarks randomly so &sltece the expected number of land-
marks by a factor of two at each level, yielding abbug, » landmark levels for an-node topology.
Given this landmark selection, the protocol computes catnpauting trees in the way described
earlier in Section 3.4.4, where at each time step each nosk&pgoall new routing table informa-
tion with its neighbors. The routing tables of all nodes tgtedually converge toward shortest-path
routes to their landmarks in similar fashion to classic Balh-Ford routing protocols—with the key
difference of course that each node does not end up withngtible pointers tall other nodes
but merely a selection of nearby landmarks at each level. cOuent protocol does not solve the
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Name | Description

mesh random 2D mesh on a Euclidean plane

scale-free| scale-free graph generated by preferential attachment
regular random regular graph

Table 7.1: Synthetic topologies used for simulation
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Figure 7-5: Maximum stretch relative to shortest-path esut

well-known “counting to infinity” problem of Bellman-Fordrptocols, but many existing solutions
to this problem such as destination sequencing [182] (ohi;idase “landmark sequencing”) are
applicable.

For comparison, we evaluate the compact routing protogaiformance on several different
types of synthetic networks of varying size, as well as togigs from Skitter [38] and DIMES [244]
derived from actual Internet measurements. The types dhetio topologies used are shown in
Table 7.1. The “mesh” generator places nodes randomly on@ie and connects all nodes closer
than a certain radius. This is an approximate model for e&®hd-hoc networks. The “scale-free”
generator starts with a loosely-connected network, andextis nodes with probability proportional
to their degree. The Internet’s core exhibits some scale-ike properties. The “regular” generator

creates a randoni-regular graph. It exercises the behavior of the protocohighly disordered
networks.

7.4.2 Stretch

After running the compact routing protocol to produce nogtirees, the simulation chooses 10
random routing targets per node, measures the length ofatins phosen by the routing protocol,
and compares it against the shortest path length computddijkistra’s single-source shortest path
algorithm to compute path stretch. (It was not practicaMauate all pairs on the larger networks
because of th€)(n?) time required.) Figure 7-5 shows the maximum measuredcht@tserved
on all sampled paths, and Figure 7-6 shows average stretehfigure presents measurements for
two versions of the protocol in each case: the “PuréTersion conforms to the original TZ
algorithm, and the “With 25 extra table entries” versionmits each node to grow its routing table
by as many as 25 entries beyond the minimum number requiredufe TZc—a fairly arbitrary

157



mesh —— mesh ——

regular regular
scale-free --«-- scale-free --«--

25 25

relative stretch
relative stretch

512 1024 2048 4096 8192 16384 512 1024 2048 4096 8192 16384
network size network size

(@) Pure TZ (b) With 25 extra table entries

Figure 7-6: Average stretch relative to shortest-pathasut

“slop factor” that we use to get an idea of the sensitivity e touting algorithm to routing table
size. These extra entries are distributed evenly over allaels of the routing table, which gives
the optimal benefit to the maximum stretch bound. The numbéwvels in these simulations is
alwayslog, n, which gives small TZ routing tables and (log n) max stretch.

Krioukov et al. [139] formally analyzed the average-cagetsh of another compact routing
algorithm presented by Thorup and Zwick in the same paperZas[Z45], which we call TZ2
because it uses a fixed two-level landmark hierarchy. Thiey tompared the stretch of TZ2 and
several other 2-level, stretch 3 algorithms via simulatifi?0]. Although TZ2 selects landmarks
and constructs routing tables somewhat differently fronk,TtHe resulting behavior is conceptually
similar for purposes of computing stretch: namely, a mes$amn a node: to a nodev follows a
shortest path directly from to v if the two nodes are close together, and otherwise takesrtesho
path fromw towardv’s closest landmark followed by a shortest path fromtoward v—which is
equivalent to routing on a shortest-path tree rootdd Biherefore, although no formal average-case
stretch analysis of TiZ has been done yet, there is reason to believe that a simadysis might
yield similar results. Krioukov's specific stretch resudt® not directly comparable to ours despite
this conceptual similarity, however, because the TZ2 #lgor they evaluated is a fixed 2-level
scheme withO(y/n) size routing tables, whereas the simulations done here vagable number
of landmark levels (approximatelyg, n) with O(log n) size routing tables.

7.4.3 Route Congestion

Because TZ routes all “long-distance” traffic over a few large treestesbat the top-level land-
marks, a high percentage of this long-distance traffic gageugh or near these top-level land-
marks, causing high path congestion in the links around th&mevaluate this congestion bot-
tleneck, the simulation computes the routes chosen by thmpact routing protocol between all
random pairs, and counts the number of routes that pasgtintbae most congested edge in the net-
work. Figure 7-7 shows the maximum congestion measuredhérduting protocol divided by the
congestion measured for shortest-path distance-veattingy for both the original TZ algorithm
and the protocol with extra routing table entries.
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# nodes| Stretch| Rel. Cong.
Skitter (TZ) 7,536 1.67 45.8
... (25 entries) 7,536| 1.32 3.42
Skitter-RTR (TZ) | 192,245| 1.53 26.9
... (25 entries) 192,245| 1.33 4.87
DIMES (T2) 16,847| 2.08 29.2
... (25 entries) 16,847| 1.19 0.79

Table 7.2: Skitter and DIMES simulations, with and withoptimizations.

We observe that extra table entries improve congestiorniaderably, although congestion around
high-level landmarks still unavoidably occurs. Some lefetongestion is probably acceptable in
a deployment of compact routing on real networks, becauslenetworks are typically designed
to aggregate many low-capacity edge links and “bundle” theer a high-capacity core [147]. As
long as the high-level landmarks used by the routing prdtam® deliberately chosen to be nodes
within that high-capacity core, this congestion arounchHayel landmarks may in effect turn out
to be exactly what the network operator is seeking. If cotigesloes turn out to be a problem, the
protocol provide a means for operators to trade off congedtr routing table size, the same as for
stretch.

Measurements on AS adjacency graphs from skitter [38] alMdES [244] are shown in Ta-
ble 7.2, along with one skitter router-adjacency graph.s€hiatasets have a small number of highly
connected nodes, which tends to result in high congestianthe hubs. The pure &Zapproach
has high congestion relative to shortest-paths; the maddifietocol does considerably better with
only 25 extra table entries.

7.4.4 Reliability

Since recomputation of all compact routing trees in respamsiny topology change may be expen-
sive [140], we would like to avoid this cost when possible arsiead take advantage of the natural
redundancy provided by the protocol’s many separate rgutaes in order to “route around” tem-

porary failures. In this way, no recomputation of routingets is necessary as a result of such

159



08 - \ /

0.6

unrouteable pairs

of

o4l |

o2t |

L L L L
0 0.2 04 0.6 08 1
Fraction of failed links

Figure 7-8: Resiliency to network failures

temporary failures; instead any end hosts trying to comnataithrough a broken link simply try a
different routing tree instead.

To determine the effectiveness of the protocol at providwigustness in this way, we examine
the failure rate of routing attempts when some percentagetwfork edges are randomly disabled,
breaking any tree routing paths using those edges. Fordsiighe protocol is configured for full
redundancy{ = oo): i.e., each node’s global address contains all the nodés nouting table.
Figure 7-8 shows the routing failure rate over the randoredddure rate on the Skitter topology,
with several settings for the number of extra landmarks ewmte collects at each level. From
this graph we observe that the protocol provide substamsilience at least against small numbers
of randomly-distributed failures, especially when a cdagible set of landmarks are available in
which to seek a usable routing tree.

Of course, failures on real networks are often not randorgiriduted; evaluating our protocol
under more sophisticated failure models remains for futvoek.

7.5 Structured Stream Transport Evaluation

This section reports on preliminary experience implermgnéind using SST in real and simulated
environments. We examine how SST scales across transaities in comparison with TCP and
UDP, how Web-style transactions on SST compare with nosigient, persistent, and pipelined
HTTP over TCP, and how applications can dynamically piizgiSST streams to improve interac-
tive responsiveness.

7.5.1 Experience with Applications

The SST prototype is in regular use by Netsteria, an expeat@hpeer-to-peer application support-
ing text-based chat, voice-over-IP calling and confemgcand swarming file transfers. As the
application is primarily a vehicle for exploring networkgiideas such as SST, it focuses little atten-
tion on backward compatibility or interoperability withisting application protocols on existing
transports.
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Netsteria’s combination of different types of network eaitiéés operating concurrently serves
well to exercise SST's capabilities and drive its developineThe file transfer mechanism, for
example, divides files into variable-length blocks and wsagparate SST stream for each block
request/reply transaction, making use of SST’s scalghiliter transaction sizes. The voice chat
mechanism uses SST’s ephemeral substreams to transmitnsetdé frames efficiently with best-
effort delivery to minimize latency.

7.5.2 Performance Validation

To test SST's basic performance against the “gold stand=r@CP, we first run microbenchmarks
of raw bandwidth and TCP-friendliness on three transpahs:SST prototype, the host operating
system’s native TCP, and a user-space TCP implementatmwis developed alongside the SST
library for comparison purposes. Though the native TCPsvaree mature, the user-space TCP
can run on either a real or simulated network like the SSHRliprSince SST always uses selective
acknowledgments, the user-space TCP implements TCP’s S&@¥sion to ensure a fair com-
parison, as do the native TCP stacks on the hosts used forgtesfince TCP does not provide
cryptographic security, the benchmarks run SST in its coaipa checksum-based authentication
mode.

Downloading a 10MB file from a PC running SUSE Linux 10.0 to acBaok Pro running Mac
0OS 10.4.8 over a real 1.5Mbps DSL connection, and taking ¢isé¢ &f three runs to factor out out
possible delays caused by unrelated system daemon gcB8@fywas measured to be 1.0% slower
than native TCP, and user-space TCP was 2.1% slower—aadtifferbarely out of the noise, but
attributable to the overhead of implementing transportsida the kernel atop UDP. Running the
same benchmark over an 802.11g wireless LAN providing ak8Mbps maximum throughput,
SST was 7.1% slower than native TCP, and user-space TCP @f#ssBower. These results sug-
gest that even the unoptimized SST prototype performs adelguon “consumer-grade” networks,
although a more optimized implementation would be desiretligh-speed networks. Comparing
SST against the user-space TCP on simulated networks wiflasiparameters, the two transports
exhibited identical performance to within 0.2%.

The second benchmark runs two downloads at once—one ugnwative TCP, the other using
either SST or the user-space TCP—to verify “TCP-friendlghgestion control behavior. The
user-space transports were found to be fair, and just bstyaggressive than native TCP: SST
takes a 48.8% bandwidth share against native TCP’s 51.2%,shad the user-space TCP takes
48.1% against native TCP’s 51.9%. This result is unsumigiiven that both user-space transports
implement the classic TCP congestion control schemes.

7.5.3 Scalability over Transaction Size

We now compare SST against TCP and UDP when used for Webtstylsactions in which the
request is small but the response varies in size. Since wetwisxamine how SST’s performance
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Figure 7-9: Transactional use of UDP, TCP, and SST of & range of transaction sizes.

scales when the application uses transport instances thritsitransaction structure, this test uses
one SST or TCP stream per transaction as in HTTP/1.0, le&VingP/1.1 persistent streams to the
next section. The UDP test operates as in DNS or RPC, with esgplest datagram soliciting a
single response datagram.

Figure 7-9 shows client-observed transaction latency asgédg plot for responses ranging
from 32 bytes to two megabytes, measured on the real 1.5Mhsddnnection described above,
which has about 50ms minimum latency. For small transastgimere network latency dominates,
TCP takes twice as long as UDP due to its 3-way handshake. #@afes functioning beyond
around 8KB due to middleboxes on the test connection, anéd§lon 4 limits datagrams to 64KB
in any case. In this test the network connection was qui¢somhno UDP datagrams were lost,
but in a second test whose results are not shown, on a comméa#ided with two concurrent long-
running TCP downloads, the effective UDP datagram loss afien exceeded 50% even at the
widely-used 8KB datagram size.

As the graph shows, SST can create new streams for smalhttzonrs with the same low
latency as UDP, while scaling to support long-running tfarss The SST test runs its transactions
over a “warm” communication channel already set up by theotigion protocol, representing
the common case in which a client makes multiple requesthgcsame server. Even without a
warm channel, SST can piggyback the first application regaied response data segments onto
the negotiation protocol packets if cryptographic segusgtnot required and the responder is not
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Figure 7-10: Web workload comparing single-transactio Steeams against four HTTP flavors
over TCP.

heavily loaded, retaining a total latency of one round t@therwise, SST adds one round trip delay
for channel setup.

7.5.4 Web Traffic Workload

HTTP/1.1 addressed the inefficiency of short-lived TCPastre through persistent connections,
which are now in common use, and pipelining, which is not. c8i8ST attempts to offer the

benefits of persistent streams with the simplicity of the-traasaction-per-stream model, we now
compare SST against the behavior of several flavors of HTEP DCP, under a simulated web
workload. While HTTP is a useful protocol for comparisongmses because it is well-understood
and supports several connection schemes, the issues vweeekple are not specific to HTTP but
apply to any application protocol based on a request/resporodel.

For this test we simulate a series of web page loads, eachcpagisting of a “primary” HTTP
request for the HTML, followed by a batch of “secondary” reqis for embedded objects such as
images. As the simulation’s workload we use a fragment otiBeBerkeley Home IP web client
traces available from the Internet Traffic Archive [119]. Wt the trace by client IP address so
that each user’s activities are contiguous, then we usetbelprder and sizes of requests to drive
the simulation, ignoring time stamps. Since the traces dambicate which requests belong to
one web page, the simulation approximates this informabiplassifying requests by extension
into “primary” (e.g., . ht il " or no extension) and “secondary” (e.qgi‘f ', ‘. j pg’, ‘. cl ass’),
and then associating each contiguous run of secondary sesquéth the immediately preceding
primary request. The simulation pessimistically assurhasthe browser cannot begin requesting
secondary objects until it has downloaded the primary d¢lgempletely, but at this point it can in
theory request all of the secondary objects in parallel.s Hsisumption may slightly decrease the
amount of potential parallelism available to any of the dmading schemes tested: since SST is
designed to take maximum advantage of available parafielemy experimental error caused by
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this assumption is merely likely to make SST’s benefit apjpess in the simulations than it would
be in reality.

Figure 7-10 shows a scatter plot of the total duration of emeh page load against the total
size of all downloads for that page, on the simulated 1.5Mimi®/ork used in Section 7.5.2. The
plot is divided into five groups by the total number of HTTPuests per web page. The leftmost
group, for pages with no secondary requests, has a bestezabéime half that of other groups,
because in the latter groups secondary requests do noustidrthe primary request completes.
The points labeled “HTTP/1.0 serial” reflect the behavioeafly web browsers that load pages by
opening TCP connections for each request sequentially,TF’HTI.0 parallel” represents browsers
that open up to eight single-transaction TCP streams irllpar&dTTP/1.1 persistent” represents
modern browsers that use up to two concurrent persistentstii@Bms as per RFC 2616 [78], and
“HTTP/1.1 pipelined” uses two concurrent streams with ufolar pipelined requests each. The
SST case uses one transaction per stream, as in HTTP/1ipmges no limit on the number of
parallel streams. As the graph indicates, HTTP/1.0 over &3ileves performance comparable to
pipelined HTTP/1.1 streams over TCP, both of which are maskef than other methods, including
the current common case of persistent but non-pipelined Stfeams.

7.5.5 Dynamic Prioritization

In a final experiment, we consider a hypothetical SST-emablkb browser in which a user views a
“photo album” page containing several large images. Tiauhd browsers load the images on a page
from top to bottom, so if the user immediately scrolls witttie page after opening it, or clicks on a
link to a text anchor somewhere in the middle of the page, sl mait until the browser loads the
(probably invisible) images above the visible area befbeedesired images begin to appear. Our
SST-enabled browser instead expedites the loading of thge(s) within the currently visible scroll
area—perhaps in particular the image immediately undengbés mouse pointer. In this scenario,
the image to be expedited might change at any time as the as#isgshe window or moves the
mouse.

With persistent or pipelined TCP connections, the browaenot change the order of requests
already in the pipeline, but with SST the browser and webeseran cooperate to achieve the desired
result. The client specifies an initial priority for each wegt it submits, and changes the priority of
arequest already in progress by spawning a temporary sabstirom the request’s original stream
and sending a short “change priority” message on this sedostr On receipt, the server attaches this
new priority level to the appropriate SST stream on its eadsing its stream layer to transmit data
for high-priority streams before others. This prioritipat feature required no changes to the SST
protocol as described in Section 4.4, and only a minor ARdmesibn to the SST implementation for
the server’s use. The server could theoretically also useltbnt’s priority information to control
other processing resources on behalf of the client, sucheasetative priorities of disk reads or
threads performing CGI computations.
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Figure 7-11: Dynamic request prioritization

Stream Delivery | Datagram Delivery
SST TCP SCTRSST UDP DCCP
Data Packef 20 20 28 16 8 12

Ack Packet | 20 20 28 16 — 16
Sack Packet 20 32+ 28+ |16 — 20+
Data+Ack |20 20 44 16 — 16
Data+ Sack 20 32+ 44+ |16 — 20+

Table 7.3: Transport layer header overhead

Figure 7-11 shows the behavior observed by the client in lsirscenario on the usual sim-
ulated 1.5Mbps network. At time zero the client requests W&MB files at normal priority, and
the server divides return bandwidth evenly between them fivatseconds the client submits a
third request labeled high-priority, causing the servecammit all bandwidth to the new request,
temporarily blocking the old ones. At ten seconds the cl&timits two priority change requests,
changing Request 1 to high-priority and Request 3 to norarad, the client observes the prior-
ity changes take effect one round-trip later. When Requédistally completes, the remaining two
requests again divide available bandwidth evenly untly t@mplete as well.

7.5.6 Wire Efficiency

Minimizing the per-packet overhead of transport layer leeads important to many applications,
especially voice applications that frequently send fraomg a few bytes in size. Table 7.3 com-
pares SST'’s header overhead in bytes against the minimdienae imposed by several other trans-
ports. The numbers for SST include the 32-bit lightweightaksum that SST uses in its non-
cryptographic security mode, but do not include a UDP endafisn header since SST could be
run directly atop IP like the other transports. The DCCP nerslare for DCCP’s short header
format, which uses 24-bit sequence numbers instead oft4&-thie cost of weakening the protocol
against packet forgery attacks. SST also transmits 24eitence numbers in packets, but does not
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\SST TCP SCTP DCCP RDP UDP
Prototype 4400 540

Linux 2.6.20 5400 8000 2900 630
FreeBSD 5. 4400 510
4.3BSD 990 900 170

Table 7.4: Transport code size (semicolon count)

rely on them to protect against forgery, instead relying 8+ keyed checksums that depend on
full 64-bit internal sequence numbers. SST effectivelyjates most of the functionality of SCTP
and DCCP, along with structured stream support not availablany existing transport, with no
more wire overhead than basic TCP.

7.5.7 Implementation Size

For a rough comparison of implementation complexity, Tahk shows the code size of several
transports measured in number of semicolons. The top lioeskhe user-space C++ implemen-
tations of SST and TCP used in the above experiments; the litles show existing transports
written in C. The user-space TCP is “bare-bones” and impigsnenly the TCP features needed for
the above experiments. The SST prototype will no doubt gew matures, but it already includes
cryptographic security functionality that none of the etlransports do. In comparisohj bssl
from OpenSSL 0.9.8e is about 13,000 semicolons (41,006)line

7.6 NAT Traversal Evaluation

To evaluate the robustness of the TCP and UDP hole punctihgitpies described in Chapter 5 on
a variety of existing NATs, we implemented and distributedsd program called NAT Check [169],
and solicited data from Internet users about their NATSs.

NAT Check’s primary purpose is to test NATs for the two bebeai properties most crucial to
reliable UDP and TCP hole punching: namely, consistenttityepreserving endpoint translation
(Section 5.4.1), and silently dropping unsolicited incogniTCP SYNs instead of rejecting them
with RSTs or ICMP errors (Section 5.4.2). In addition, NATe&Ck separately tests whether the
NAT supports hairpin translation (Section 5.4.4), and Wwhethe NAT filters unsolicited incoming
traffic at all. This last property does not affect hole punghibut provides a useful indication the
NAT's firewall policy.

NAT Check makes no attempt to test every relevant facet of Néffavior individually: a wide
variety of subtle behavioral differences are known, som&hath are difficult to test reliably [123].
Instead, NAT Check merely attempts to answer the questi@mw ‘tommonly can the proposed hole
punching techniques be expected to work on deployed NATdeutypical network conditions?”
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Figure 7-12: NAT check test method for UDP

7.6.1 Test Method

NAT Check consists of a client program to be run on a machitendethe NAT to be tested,
and three well-known servers at different global IP addres3 he client cooperates with the three
servers to check the NAT behavior relevant to both TCP and bidé&®punching. The client program
is small and relatively portable, currently running on Woag, Linux, BSD, and Mac OS X. The
machines hosting the well-known servers all run FreeBSD.

UDP Test: To test the NAT’s behavior for UDP, the client opens a socket lainds it to a local
UDP port, then successively sends “ping”-like request®tuoess 1 and 2, as shown in Figure 7-12.
These servers each respond to the client’s pings with a teptyincludes the client’s public UDP
endpoint: the client’s own IP address and UDP port numbetbasreed by the server. If the two
servers report the same public endpoint for the client, NAB&k assumes that the NAT properly
preserves the identity of the client’s private endpointiségng the primary precondition for reliable
UDP hole punching.

When server 2 receives a UDP request from the client, besigdgng directly to the client it
also forwards the request to server 3, which in turn repbabe client from its own IP address. If
the NAT's firewall filters “unsolicited” incoming traffic on per-session basis, then the client never
sees these replies from server 3, even though they areatiratthe same public port as the replies
from servers 1 and 2.

To test the NAT for hairpin translation support, the clieimgly opens a second UDP socket at
a different local port and uses it to send messages tpubéc endpoint representing the client’s
first UDP socket, as reported by server 2. If these messagek tiee client’s first private endpoint,
then the NAT supports hairpin translation.
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TCP Test: The TCP test follows a similar pattern as for UDP. The clies¢aua single local
TCP port to initiate outbound sessions to servers 1 and 2¢laecks whether the public endpoints
reported by servers 1 and 2 are the same, the first precanflitioeliable TCP hole punching.

The NAT’s response to unsolicited incoming connectionmaftis also impacts the speed and
reliability of TCP hole punching, however, so NAT Check alssts this behavior. When server 2
receives the client's request, instead of immediatelyyiaglto the client, it forwards a request to
server 3 and waits for server 3 to respond with a “go-aheagtiagi When server 3 receives this
forwarded request, it attempts to initiate an inbound cotioe to the client’s public TCP endpoint.
Server 3 waits up to five seconds for this connection to sutoetail, and if the connection attempt
is still “in progress” after five seconds, server 3 respondsetrver 2 with the “go-ahead” signal and
continues waiting for up to 20 seconds. Once the client fimalteives server 2's reply (which server
2 delayed waiting for server 3's “go-ahead” signal), themliattempts an outbound connection to
server 3, effectively causing a simultaneous TCP open \eithes 3.

What happens during this test depends on the NAT'’s behasitollaws. If the NAT just drops
server 3's “unsolicited” incoming SYN packets, then nothimppens on the client’s listen socket
during the five second period before server 2 replies to tieatclWhen the client finally initiates
its own connection to server 3, opening a hole through the, K attempt succeeds immediately.
If on the other hand the NAT doemt drop server 3's unsolicited incoming SYNs but allows them
through (which is fine for hole punching but not ideal for s@gy), then the client receives an
incoming TCP connection on its listen socket before rengigerver 2's reply. Finally, if the NAT
actively rejects server 3's unsolicited incoming SYNs byndirg back TCP RST packets, then
server 3 gives up and the client’'s subsequent attempt tceconm server 3 fails.

To test hairpin translation for TCP, the client simply usesgeondary local TCP port to attempt
a connection to the public endpoint corresponding to itshary TCP port, in the same way as for
UDP.

7.6.2 Test Results

The NAT Check data we gathered consists of 380 reported aétdspcovering a variety of NAT
router hardware from 68 vendors, as well as the NAT functinauilt into different versions
of eight popular operating systems. Only 335 of the totahdatints include results for UDP
hairpin translation, and only 286 data points include tssok TCP, because we implemented these
features in later versions of NAT Check after we had alreddsted gathering results. The data is
summarized by NAT vendor in Table 7.5; the table only indirly lists vendors for which at least
five data points were available. The variations in the tesilte for a given vendor can be accounted
for by a variety of factors, such as different NAT devices arduct lines sold by the same vendor,
different software or firmware versions of the same NAT impdmtation, different configurations,
and probably occasional NAT Check testing or reportingrerro

Out of the 380 reported data points for UDP, in 310 cases (8B&dNAT consistently translated
the client’s private endpoint, indicating basic compéitipiwith UDP hole punching. Support for
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UDP TCP
Hole Hole
Punching Hairpin Punching Hairpin

NAT Hardware

Linksys 45/46  (98%)| 5/42 (12%)| 33/38 (87%) 3/38 (8%)

Netgear 31/37  (84%)| 3/35 (9%) 19/30 (63%)| 0/30 (0%)

D-Link 16/21  (76%)| 11/21 (52%) 9/19 (47%)| 2/19 (11%)

Draytek 2117 (12%)| 3/12 (25%) 207 (29%) 0/7 (0%)

Belkin 14/14 (100%)| 1/14  (7%) 11/11  (100%)  0/11 (0%)

Cisco 12/12 (100%) 3/9 (33%) 6/7  (86%) 27 (29%)

SMC 12/12 (100%)| 3/10 (30%) 8/9  (89%) 219  (22%)

ZyXEL 719  (78%) 1/8 (13%) 0/7 (0%) 0/7 (0%)

3Com 717 (100%) 1/7  (14%) 5/6  (83%) 0/6 (0%)
OS-based NAT

Windows 31/33  (94%)| 11/32 (34%)| 16/31 (52%)| 28/31 (90%)

Linux 26/32  (81%)| 3/25 (12%)| 16/24 (67%)| 2/24 (8%)

FreeBSD 7/19  (78%) 3/6  (50%) 213 (67%) 1/1  (100%)
All Vendors 310/380  (82%)| 80/335 (24%)| 184/286  (64%) 37/286  (13%)

Table 7.5: User reports of NAT support for UDP and TCP holecbimy

hairpin translation is much less common, however: of the®88 points that include UDP hairpin
translation results, only 80 (24%) show hairpin transtasapport.

Out of the 286 data points for TCP, 184 (64%) show compatjbaith TCP hole punching: the
NAT consistently translates the client’s private TCP endp@nd does not send back RST packets
in response to unsolicited incoming connection attempéstdih translation support is again much
less common: only 37 (13%) of the reports showed hairpin sagpr TCP.

Since these reports were generated by a “self-selectinginoanity of volunteers, they do not
constitute a random sample and thus do not necessarilyseyirie true distribution of the NATs in
common use. The results are nevertheless encouragingydaepthat the majority of commonly-
deployed NATSs already support UDP and TCP hole punchingaat ia single-level NAT scenarios.

7.6.3 Testing Limitations

There are a few limitations in NAT Check’s current testingtpcol that may cause misleading
results in some cases. First, we only learned recently tHatvaNAT implementations blindly
translate IP addresses they find in unknown applicationoaalg, and the NAT Check protocol
currently does not protect itself from this behavior by dafating the IP addresses it transmits.
Second, NAT Check’s current hairpin translation checkirayryield unnecessarily pessimistic
results because it does not use the full, two-way hole pugcpiocedure for this test. NAT Check
currently assumes that a NAT supporting hairpin trangtatioes not filter “incoming” hairpin con-
nections arriving from the private network in the way it wa@lter incoming connections arriving
at the public side of the NAT, because such filtering is unssaey for security. We later realized,
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however, that a NAT might simplistically treainy traffic directed at the NAT’s public ports as
“untrusted” regardless of its origin. We do not yet know whiihavior is more common.

Finally, NAT implementations exist that consistently skate the client’s private endpoint as
long asonly oneclient behind the NAT is using a particular private port nembbut switch to
symmetric NAT or even worse behaviors if two or more clienthwlifferent IP addresses on the
private network try to communicate through the NAT from tlsng private port number. NAT
Check could only detect this behavior by requiring the usemt it on two or more client hosts
behind the NAT at the same time. Doing so would make NAT Cheakhlmore difficult to use,
however, and impossible for users who only have one usaldimabehind the NAT. Nevertheless,
we plan to implement this testing functionality as an opfioa future version of NAT Check.

7.6.4 Corroboration of Results

Despite testing difficulties such as those above, our resuét generally corroborated by those of a
large ISP, who recently found that of the top three consurddr lduter vendors, representing 86%
of the NATs observed on their network, all three vendorsantty produce NATs compatible with
UDP hole punching [252]. Additional independent resultergly obtained using the UDP-oriented
STUN protocol [123], and STUNT, a TCP-enabled extension198], also appear consistent with
our results. These latter studies provide more informatioeach NAT by testing a wider variety of
behaviors individually, instead of just testing for basatehpunching compatibility as NAT Check
does. Since these more extensive tests require multipjeecating clients behind the NAT and thus
are more difficult to run, however, these results are so failate on a more limited variety of
NATS.

7.7 Summary

In this chapter, we first informally evaluated the currenihplemented and deployed naming and
routing prototype from a high-level usability perspectitteen delved into each of the alternative
approaches to routing in Sections 7.2-7.4, focusing oropeence metrics such as success rate,
routing table size, and route stretch. Section 7.5 thenuated UIA's structured stream trans-
port from the perspective of responsiveness—a partiguiamportant usability metric for personal
devices running highly interactive communication appiaras. Finally, Section 7.6 presented an
experimental study on the effectiveness of hole punching &l for optimize the UIA routing
layer or other peer-to-peer communication mechanisms.

A common conclusion that may be safely drawn from all of thesgtions is that the possible
design space in each functional area is vast and much molkewibbe needed to achieve the full
promise of “ubiquitous computing” using mobile personalides, but the evaluation in this chapter
suggests that the ideas proposed in this thesis represeninésing stepping stone for the promise
of “ubiquitous computing.”
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Chapter 8

Related Work

UIA builds on a large body of related work in the areas of najregstems, location-independent
identifiers, gossip and optimistic replication protocaad social networks. This chapter explores
the relationship of UIA and its components to prior work. Thest important contributions of UIA
with respect to all of this prior work are the new abstraditmat UIA introduces for personal device
connectivity, although Section 1.7 also lists other cdmitions in all the functional areas that don't
necessarily involve new network abstractions:

e Personal groupsbuilt from pairwise introductions and managed without refee to central
authorities or services.

e Personal namessupporting global connectivity between users and theisgraal devices,
without requiring global uniqueness.

e Structured streamsfor efficient, responsive communication between persoswices, de-
signed for delay-sensitive interactive applications thahage many communication activities
in parallel.

We first examine related work at the network architecturellehen work related to individual
UIA components.

8.1 Network Architectures

UIA's basic usability goal of making personal device cortivéty “just work,” without users having
to configure protocols or register with central servicespissistent with the classic ubiquitous com-
puting idea of trying to make computers “disappear” from tiser's consciousness [260]. UIAs
technical design builds on and is heavily inspired by therimt's existing architecture [54], in-
cluding its foundation on best-effort packet-switchedvidl and a separation of naming, routing,
transport, and application concerns. In addition, UIA dadageveral existing architectural exten-
sions to the classic Internet that have been proposed hadibreot yet widely adopted.
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IP addresses are traditionally overloaded to serve the gilboth node identification and rout-
ing, causing both confusion and technical difficulties wimenles need to move while retaining
their logical identities [50, 159, 210, 219]. UIA incorptea the idea of splitting the “locator” and
“identifier” roles of Internet addresses, as developedtieioarchitectures such as Nimrod [39,191],
HIP [163], FARA [52], JXTA [96], andi3 [235]. As in HIP, UIA borrows from SFS [157] the idea
of making node identifiers self-certifying by generatingrth from the hash of a public key. In
contrast with prior architectures, however, UIA suppousjost identification ohostsbut also the
convenient identification and managemenpefsonal group®f administratively related hosts, so
that users can identify and name each other via persistaatidn-independent logical group iden-
tities whose specific device membership may change over tit#s design also refines previous
notions of host identity by introducing cryptographic Elbat securely identify not just a host but
a particularuseron that host. Different users of a shared UIA host can rungaddent personal
network services without conflicting or requiring host-@icbnfiguration, and network services can
leverage UIA names and EIDs to authenticate clients at usauggarity.

UIA is also influenced by the architectural principle of apation level framing [51]. One of
the primary goals of UIA's structured stream transport iptovide transport objects that directly
mirror the structure of the “application data units” with ief the application is concerned.

The Mobile People Architecture (MPA) [150] proposes addimiew “Person Layer” above the
Application Layer in the current Internet architecture,iebhprovides each individual user with a
unique identifier and a Personal Proxy that acts as a certiratl @f contact for the user regardless
of which personal device(s) he is using at the moment. Thesu8ersonal Proxy can for example
forward incoming calls to the mobile personal device the isseurrently carrying, to a fixed device
at the user’s current location, or to the user’s voicemdhéf user cannot be located. The Universal
Inbox [190] provides similar services, but implements tharthe Internet core rather than at the
edges. MPA and Universal Inbox are complementary to UIA &t thhey address user location
tracking, call redirection, and media conversion, whiciUgaves to higher layers: it should be
natural to build services analogous to MPAs “Person Layar'the Universal Inbox atop UIAs
naming and routing facilities. UIA on the other hand addeeshe problem of making it easy for
technically unsophisticated users to build and managepgrofipersonal devices, a problem neither
MPA nor Universal Inbox addresses. UIA also supports comaation within disconnected edge
networks, which fails in MPA and Universal Inbox becauseuber becomes unreachable by anyone
whenever the user’s Personal Proxy or other central intdianeservices are unreachable.

UIA is a continuation of work begun with Unmanaged Internedtecol [80, 81]. UIA extends
the earlier work with its personal naming system, new oyadaiting algorithms, and the structured
stream transport.
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8.2 Naming

UIA's personal naming model is inspired in part by SDSI/SIPKI, 203]. Like SDSI, UIA allows
users to define locally-scoped personal names bound toognggthic targets and groups to form
decentralized, composable namespaces. While SDSI atesopiablic keys with users (principals)
and expects users to know about and manage their own pulglc kewever, UIA simplifies key
management by making each device responsible for creatichgnanaging its own device-specific
key invisibly to the user. UIA devices formseridentities out of cooperating groups of personal
devices, which the user builds through simple device intetidn and merge. SDSI's model for
designated certificate servers does not adapt well to disaded mobile devices, however. UIA
handles lost or stolen devices without re-keying and thsisgpthe user’s identity.

UIA's introduction process builds on previously exploreas for secure associations, such
as the Resurrecting Duckling security model [231] and S8E8I introduction [65], but UIA is
unique in providing the ability to build symmetric, self-rmeaging, distributed personal groups solely
out of pairwise introductions.

Existing Internet protocols can provide some of UIA's nagnfeatures, but they require con-
figuration effort and technical expertise that deters emghisticated users. Dynamic DNS [256]
can name devices with dynamic IP addresses, but requirdgyeation on both the name server
and the named device, and devices still become inaccesditgla behind NAT. DNS Security [14]
cryptographically authenticates DNS names, but its adstmation cost has hindered deployment
even by the Internet’s root naming authorities, let alonetdmnary users.

Uniform Communication Identifiers [74] provide a commonritier for phone, E-mail, and
other forms of communication, along with a central addresxkishareable among communication
devices. HINTS [149] uses name-history trails to map oliealeer names to current ones. These
systems still rely on globally unique names with centralipegistration and management, however.

Bonjour [11] allows devices to choose their own names onldagea networks, but these hames
are insecure and ephemeral: any device can claim any naché@&sarame becomes invalid as soon
as it moves to a different network. UIA uses Bonjour librarie discover new devices on the
local network, but UIA names persist and remain bound to tiginal target device despite later
migration.

DHT-based naming systems such as DDNS [53][235], and CoDoNS [192] provide new
mechanisms for resolving global names. TRIAD [47] providestent delivery and NAT traversal
by routing on global DNS names. In place of global names, Wd@uses on global connectivity via
personalnames, which users can choose without the restriction dfagloniqueness. In addition,
UlA's optimistic replication of naming state keeps the is@amespace available on his devices
even while disconnected from the Internet and its globalenaetvices or DHTSs.

Ficus [103, 105], Coda [133], and Ivy [167] develop optingiseplication algorithms for file
systems, and Bayou [243] does so for databases. Rumor [h@4P&5rid [61] explore optimistic
data replication on mobile devices, Roma [240] uses onelmdbvice to offer central management
of data on other devices, and Footloose [176] uses mobilea®the user carries to propagate
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updates among other devices. UIA builds on all of this workddress distributed naming and ad
hoc group management, confronting the additional chaflesfgnaintaining consistency when not
only thedata contenbut theset of participantsnay change independently on different devices.

The design of UIAs personal name system may have applibabiéyond the domain of per-
sonal devices to other peer-to-peer systems. For examyeenss such as SFR [24, 258] and
13 [235] also identify network endpoints using cryptograjllic secure, but otherwise meaningless,
bit strings. UIA's name system can be used to provide hureadable names to such endpoints in
a secure and user-friendly manner.

UIA's support for naming and connecting to other users vis@eal group names effectively
creates an explicit social network, comparable to thosentaiaied by popular web sites such as
friendster [90], orkut [174], and facebook [76], except inampletely decentralized fashion with
no central database. UIA's social network could be usefhiigher-level services and applications
for various purposes, such as for sybil-resistant DHT kayky lookup [60] and other sybil-resistant
services [268, 269], and for social data sharing, searath storage systems such as Turtle [184],
SPROUT [153], F2F [145], and Tribler [188].

8.3 Routing

Existing Internet protocols can provide some of UIA's cortivity features, but they require con-
figuration effort and technical expertise that deters ewghisticated users. Mobile IP [183] gives
a mobile device the illusion of a fixed IP address, but regusetting up a dedicated forwarding
server at a static, public IP address. Virtual Private Netw@VPNs) [95] provide secure remote
access to corporate networks, but their infrastructureatministration requirements make them
unsuitable for deployment by average consumers for thesopal networks.

A resilient overlay network (RON) [9] serves a function damiin spirit to the UIA routing
layer, increasing the reliability of an IP network by detegtconnectivity failures in the underlying
network and forwarding traffic around them. RON makes nangtteat scalability beyond a few
dozen nodes, however, and assumes that all participatidgsritave unique IP addresses.

Several protocols have been developed to provide conitgdtivough firewalls and NATSs, such
as SOCKS [143], STUN [207], and UPnP [253]. These specigigne protocols are tied to the
characteristics and network topologies of commonly degdoATs and firewalls, however, and
do not solve the more general problem of routing betweeemifft address domains connected in
arbitrary fashion.

The following sections examine related work specific to thectfic routing methods explored
in UIA.

8.3.1 Social Routing

In classic distance-vector routing algorithms [126] susHRaP [109], as well as variants such as
MS [158], ExBF [44], WRP [166], and DSDV [182], each routentiauously maintains routing in-

174



formation about every other addressable node or subnekhstate algorithms such as OSPF [164]
and FSR [180], routers maintain complete network connigégtimaps, achieving faster routing ta-
ble convergence and avoiding the looping problems of bastante-vector algorithms. With all of
these protocols, however, each router requires at (263t) storage for a network of siz&, and
must regularly exchange connectivity information of sizeV) with each of its neighbors. Since
UIA is intended to run on personal mobile devices with lirdisgtorage and network bandwidth, but
which may be interconnected over the Internet in large nusbeis not practical for each UIA
device to maintain individual records for every other UlA/ide in the network: thus, UIA requires
a more scalable approach. UIAs social routing protocolieds this scalability by limiting scope
to routing among social neighbors, whereas the other twerseb use distributed routing struc-
tures to provide scalable routing among arbitrary nodedewbiuiring limited state at each node.
In effect, UIA's social routing protocol does not attempiptmvide connectivity betweearbitrary
graph nodes efficiently: instead it focuses on providingpdémand efficient connectivity between
socially or administratively relatedodes: i.e., a user’'s own personal devices, and those ofifie
and acquaintances.

Reactive or “on demand” routing algorithms designed for ad ietworks, such as DSR [124]
and AODV [181], require routers to store information onlyoabcurrently active routes, limit-
ing maintenance traffic and storage overheads on netwotkslagalized traffic patterns. Routing
gueries for distant nodes may have to be broadcast throughahthe network before the desired
route is found, however, limiting the scalability of thesetpcols on networks with global traffic
patterns. The social routing protocol uses scoped floodihgcate and create a forwarding path to
an arbitrary node on demand, similar to ad hoc protocolsti8®R and AODV, and to unstructured
peer-to-peer search mechanisms as in Gnutella [42]. UbEsabrouting algorithm performs this
flooding on a graph based on the usexxial network however, rather than on a graph based on
the underlying physical topology. In this sense UIA is agalgs to systems that leverage social
networks for other purposes, such as Turtle [184] and Trildi88] for peer-to-peer file sharing,
SPROUT [153] and other DHTSs that leverage social networkssézure key lookup [60], and
F2F [145] for friend-to-friend data storage.

8.3.2 Identity Hash Routing

Distributed hash tables (DHTSs) [19, 209, 234] provide dualdookup of arbitrary flat identifiers
in large distributed address spaces, but tolerate onlytdomasymmetry or non-transitivity in the
underlying network [89]. UIA's Identity Hash Routing schers inspired by DHTS, but it addresses
the more difficult problem of providing both resolution oftfldentifiersandcreating any necessary
forwarding paths over potentially arbitrary topologieghwasymmetric connectivity.

Like IHR, ROFL [37] borrows DHT techniques to build a scabbuting mechanism. While
ROFL's goal is to build a new routing infrastructure for thredrnet core to replace BGP [198]
and other routing protocols based on structured CIDR [98fresbes, IHR’s goal is to provide a
scalable routingverlay atop the Internet’s existing routing infrastructure, isypented primarily
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by personal edge devices instead of core routers. Sinceréfatively easy to deploy operating
system extensions incrementally on edge devices but difficunodify Internet core routers and
routing protocols, the overlay approach is likely to be eas deploy in practice. ROFL and IHR
share the common limitation of offering no formal bound aetsth, and no obvious way to modify
the algorithms to guarantee such a bound; this limitatiop beamore of a problem for ROFL, since
it aspires to be the “primary” routing mechanism to forwaedtiaffic across many link layer hops,
whereas UIAs overlay routing layer merely provides a “baggkrouting mechanism that forwards
traffic over a few IP-level hops only when direct IP-level nentivity is unavailable.

8.3.3 Compact Routing

UIA's compact routing protocol builds on recent theordtiwark, which has produced a new class
of routing algorithms ensuring both small (sub-linear)tiogl table size on every node and bounded
worst-case stretch on arbitrary graphs [2, 15, 56, 245] otiuhately it is not self-evident how to
convert any of these centralized, staiigorithmsinto practical distributedgrotocols let alone
deploy them on existing networks. UlIAs kZbased protocol is intended to be one step toward
making formal compact routing algorithms practical.

Prior analysis of one compact routing algorithm indicatest the algorithm should provide
average-case stretch close to 1 on Internet-like grapt8],[#8en though its worst-case stretch is
3. This analysis was done on a different algorithm by Thonugh Zwick from the one used in this
thesis, although both algorithms were presented in the g@per [245]. The two algorithms are
closely related, however, and may have similar average-sastch properties.

Some formal analysis has also been done on the communica#of responding to dynamic
topology changes. The worst-case cost is known to be piiopattto network diameter, and thus
Q(n) for arbitrary graphs [3]. Korman and Peleg presented anggcheme that efficiently adapts
to changes in edge weights (but not additions or removalgjaphs with low local density [138].
Krioukov et al. noted that random scale-free graphs havelbical density [140], shedding doubt on
the practicality of large-scale compact routing due to thetiol overhead of maintaining routing
tables. This cost analysis assumes however that routidgstape always recomputed on every
minor topology change such as a temporary link or routeuifail UIA's compact routing model
assumes in contrast that routing tables need to be recothpuatg occasionally as the network’s
nominaltopology evolves, leaving temporary outages to be handjedethundancy built into the
routing algorithm and into lower-level networking layers.

UIA builds on prior work analyzing compact routing algorite by examining other practical
aspects of routing protocol behavior not previously com®d, such as route congestion and ro-
bustness to failures. UIA's protocol has also been valdigta simulation on a wider variety of real
and synthetic network topologies, and at much larger s¢hbas has been done previously: e.g.,
one graph used is a Skitter [38] AS-adjacency graph comigiiabout 190,000 nodes and 600,000
edges.
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UIAs TZ k-based protocol implementeme-dependembmpact routing, meaning that the pro-
tocol assigns each node a topology-sensitive locator ttier cnodes use to contact it. There
are name-independergchemes that accept arbitrary location-independent raduidd [2, 15] and
have similar worst-case stretch, but thairerage-casestretch is generally higher than for name-
dependent routing, because any message must be sent to sdenthat knows the location of the
target before being forwarded to the target itself [140ncBinodes on real networks usually ex-
change multiple messages in a conversation, it may be pi@éfor purposes of minimizing stretch
to perform a single address lookup in a directory of some,kéngh as the DNS or a DHT, paying
this cost only once and then using more efficient routing ffaisequent messages.

TZk’s hierarchy of landmarks is reminiscent of Landmark [25dAd related hierarchical ad
hoc routing protocols such as LANMAR [93], L+ [43], and Peetl{I73], all of which dynamically
arrange mobile nodes into a tree. These protocols assignremte a hierarchical address corre-
sponding to its current location in this tree, and implemeiidcation-independent identity-based
lookup service by which the current address of any node cdaurel. Each non-leaf node serves
as dandmarkfor all of its children, and is responsible for routing traffo them from nodes outside
its local subtree. An important technical difference betw&Zk and landmark routing is that T’Z
nodes do not fit into a strict hierarchy but instead choosie teference landmarks based on abso-
lute proximity. In TZk, for example, a level 2 reference landmark may be differmmfthe level
2 reference landmark of the node’s level 1 reference lankinthat is, a node in TZ can choose
a “grandparent” different from its “parent’s parent.” Thikoice of landmarks based on absolute
proximity without imposing a strict hierarchy is a cruciabperty upon which TZ’s formal stretch
bound depends. Similar to landmark routing, howeverk Tautes local traffic purely within the
lowest levels of the tree, providing scalability when t@affiatterns are predominantly local. Since
global traffic must pass through the landmark nodes at therdppels of the hierarchy, however,
these upper-level nodes may be overloaded in a network \Watiagtraffic patterns.

8.4 Transport

The popularity of SSL [64] and SSH tunneling [264] attesthte demand for multiplexing logical
streams onto a secure channel. MUX [94] and BEEP [204] silpitaultiplex logical streams onto
one TCP stream, layering their own flow control atop TCP'sedhprotocols exacerbate TCP’s
drawbacks, however, by totally ordering many unrelatedvities so that one lost packet blocks
everything behind it.

SST builds on many ideas borrowed from other transports. RDBP, 178] provides reliable
datagram delivery, in-sequence or as-available accotdirtige application’s choice at connection
setup. SCTP [232] multiplexes multiple “streams of dataggaonto one session, provides both
reliable and best-effort delivery, and supports “multitemhendpoints for rapid failover. Its streams
do not have individual flow control, however, and cannot beadyically created or destroyed, but
must be negotiatedn massat session startup. DCCP [136] is a best-effort datagrawicgewith
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congestion control, comparable to SST’s channel layemithbut SST'’s packet security features.
RDP, SCTP, and DCCP all suffer from the “large datagram” fmmob datagrams with too many
fragments are almost certain to be lost or require manynstngsions.

SST does not provide multihoming as SCTP does, but its wahdiattach streams to more than
one channel at once could be extended to support multihgroingven to load-balance a stream
across multiple channels following different network matlsince SST’s stream protocol relies on
the channel protocol for loss detection and congestiornrahthese mechanisms automatically op-
erate at channel—i.e., path—granularity. Performing “eménd” load balancing this way could
thus avoid both the harmful performance side-effects chbgdoad balancing in lower layers [27],
and the complexity of managing multi-path congestion at@nsmission control in a stream trans-
port [121].

The need for efficient transport support for transactidertied application protocols has long
been recognized [31,35]. VMTP [46] supports lightweightdR§tyle communication in a clustered
environment, but provides no congestion control and limigssages to 16KB. T/TCP [36] enhances
TCP to re-open recently-closed streams quickly, but thislseeuse has the same disadvantages as
HTTP/1.1 persistent connections without the benefits aélpipng [171].

TCP has also been extended to share congestion controlastates streams [18, 247]. The
Congestion Manager [22] enables congestion control sipadross multiple transports; SST should
fit well into such an architecture if available.

Another TCP extension provides end-to-end support for hngiility [222]. SST's separation
into channel and stream layers, and its ability to migratsashs across channels, provides a cleaner
solution reminiscent of a session layer [223].

The rich literature on prioritization in the network layerénsure quality of service [270] is rele-
vant to SST’s use of prioritization in the transport layesthbedule an application’s streams relative
to each other. Hierarchical schemes [28] may be partigulaell-matched to the structured stream
abstraction. SST’s channel layer could be enhanced witinigaes developed in OverQoS [238]
to provide better QoS for aggregates of logical streams dimary Internet paths.

8.5 NAT Traversal

UDP hole punching was first explored and publicly documeritgdan Kegel [129], and is by
now well-known in peer-to-peer application communitieapbrtant aspects of UDP hole punching
have also been indirectly documented in the specificatibasweral experimental protocols, such as
STUN [207], ICE [205], and Teredo [116]. We know of no exigtinublished work that thoroughly
analyzes hole punching, however, or that points out thehmeiranslation issue for multi-level NAT
(Section 5.2.5).

We also know of no prior work that develops TCP hole punchimghie symmetric fashion
described here. Even the existence of the cri@®alREUSEADDR/SO REUSEPORT options in the
Berkeley sockets API appears to be little-known among P2ficgtion developers. NatTrav [72]
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implements a similar but asymmetric TCP hole punching pioceoutlined earlier in Section 5.3.5.
NUTSS [100] and NATBLASTER [30] implement more complex TC8édpunching tricks that
can work around some of the bad NAT behaviors mentioned itiddeb.4, but they require the
rendezvous server to spoof source IP addresses, and thayaisre the client applications to have
access to “raw” sockets, usually available only at root eniadstrator privilege levels.

Protocols such as SOCKS [143], UPnP [253], NAT-PMP [48], ehDCOM [229] allow appli-
cations to traverse a NAT through explicit cooperation it NAT. These protocols are not widely
or consistently supported by NAT vendors or applicatiorsydwver, and do not appear to address
the increasingly important multi-level NAT scenarios. Egipcontrol of a NAT further requires the
application to locate the NAT and perhaps authenticatéf,itsbich typically involves explicit user
configuration. When hole punching works, in contrast, itkgawith no user intervention.

Recent proposals such as Nimrod [39, 191], HIP [163], and &AA&2] extend the Internet’s
basic architecture by decoupling a host’s identity fromatsation [50, 159, 210, 219]. IPNL [87],
UIP [80, 81], and DOA [259] propose schemes for routing aefdATs in such an architecture.
While such extensions are probably needed in the long teohe, junching enables applications
to work over the existing network infrastructure immediat®ith no protocol stack upgrades, and
leaves the notion of “host identity” for applications to thefi

179



180



Chapter 9

Conclusion

This thesis has presented the Unmanaged Internet Aralniéec connectivity architecture for in-
teractive personal devices owned and managed by nontethusiers. The most important contribu-
tions of this architecture are three novel networking aasimns:personal groupsbuilt by pairwise
introduction and managed in a fully distributed fashipeysonal nameghat provide global con-
nectivity despite being locally scoped to a user’s persgnalip for convenience; anstructured
streamsenabling interactive, delay-sensitive applications taatge concurrent transactions effec-
tively and obtain maximum responsiveness from given nétwonditions. The architecture builds
on the central theme of full decentralization, and is cosgatiof three components: a naming layer
implementing personal groups and personal hames, a roiatjeg to provide connectivity among
those names, and a transport layer to support high-levdicafipn communication via the struc-
tured stream abstraction.

9.1 Decentralization

Avoiding unnecessary reliance on central services or aitigwis a basic principle applied through-
out UIAs design. This principle is motivated by three goaseserving the userautonomyto
manage his own devices without having to register with sorgardzation or get help from a tech-
nical expert; preservingonnectivityamong those devices even when they are connected only via
an isolated local-area network or a temporarily discoretttternet fragment; and preserving the
user'sprivacy by avoiding an architectural requirement that some cestalice know the user’s
device names and where on the Internet they are locatedtihad.

While the decentralization principle applies most obvigus UIA's naming and routing com-
ponents, it also factors into the mativation for UIA's stiwred transport component, although less
directly. In a centralized client/server communicationdalp it may usually be assumed that the
server is “well-connected"—i.e., via a high-bandwidthyiatency connection—and thus if there
is a high-latency component of the path it is probably on amg end (the client’s). As peer-to-
peer communication between personal devices becomes momaan and universally supported,
however, it will be increasingly common for a peer-to-peangport session to traverseo high-
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latency links, one for each peer, effectively doubling tb&lt round-trip time and increasing the
user-observable responsiveness benefits of avoiding ess&y serialization onto one TCP stream.

9.2 Naming

The UIA naming system provides a new approach for introdyaiaming, and globally connecting
mobile personal devices, which is complementary to thatteadl global name system embodied
by the Internet’'s Domain Name System. UIA gives users pergipersonal names for conveniently
finding and expressing who they want to talk to, what devibey twish to access, and who can
access their own devices.

Each device starts with a generic name for itself, suchag®t op, and a cryptographic end-
system identifier to provide authentic and private commation. A user can merge devices to
form personal groups, which cooperate to maintain a digiith namespace by gossiping logs of
the user’s changes. A user’s group can name both the useitedend other users’ groups; users
can form links securely either by physical device introthrctor via other trusted channels. Since
UIA names are local and personal, users need not registierceittral authorities to obtain scarce
globally unique names.

9.3 Routing

UIA's overlay routing layer provides robust connectivitgtiveen personal devices, even as they
migrate among different attachment points having diffetBraddresses, must communicate from
behind firewalls and NATs, or have connectivity only to a tiedi set of nodes in an ad hoc edge
network and not to the main Internet. This thesis has exgltreee approaches to overlay routing,
each of which holds promise but also has limitatiosscial routing identity hash routing and
compact routing

e Social Routingis UIA's currently deployed overlay routing scheme, whiges ad hoc for-
warding through social neighbors’ devices to cope with aspen of connectivity environ-
ments while focusing on providing connectivity betweenrbgasocial neighbors. Scoped
flooding ensures robustness when groups of devices foratésbislands of connectivity, and
a social overlay enables devices to find a target’s curreatitfess efficiently when they have
Internet connectivity.

¢ |dentity Hash Routing (IHR) builds on scalable structuring ideas borrowed frostrihuted
hash table (DHT) technology. Whereas conventional DHTgigeoonly a lookup service and
assume the underlying network is already fully connectefiR builds a combined lookup
and routing service that can both locate a node by its flat, locaitidependent Endpoint
Identifier, and at the same time create a forwarding path ¢onttde. IHR supports two
specific forwarding mechanisms: source routing and virliméks. Simulation experiments
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suggest that IHR should scale well and provide reasonafityezft paths in the common case,
although an important weakness of the algorithm is the ajgsefany formally guaranteed
bound on stretch, or path length inefficiency compared totsbpath routing.

e Compact Routing builds on recent theoretical advances to build an overlaying proto-
col that should provide both scalability and a formal stidbound. The protocol selects a
hierarchy of landmarks and builds routing trees centerezhelh landmark; each node in the
network joins a limited number of routing trees and thus negulimited-size (e.g., logarith-
mic) routing tables. Simulation experiments suggest thigt protocol should indeed scale
well, although it has two downsides: the routing schemedgdndcreate congestion around
high-level landmarks, which we can address either by setgbtgh-capacity, well-connected
nodes as high-level landmarks or by increasing the rousiblgtsizes of individual nodes; and
the routing scheme depends on structured addresses, skua lm@chanism such as a DHT
must be layered above it to make it fully usable as an ovedatirg protocol for UIA.

One take-away message from this exploration is that therelaarly multiple ways to imple-
ment a routing service to fit into the UIA architecture, andi@of them may be clearly dominant,
so in the long term it is probably important for UIA to remaignastic as to which specific routing
scheme is used to connect clouds of personal devices.

9.4 Transport

UIA’s structured stream transport (SST) is designed to sampplication communication between
personal devices once the naming and routing layers havessfally located and connected to
a desired target device. The modern interactive applicatibat users wish to run on personal de-
vices typically involve many independent or concurrenmtsections, as well as multimedia streams,
none of which TCP can support efficiently and responsivelthdugh UDP is always an option, it
is inconvenient when transactions argually small butsometimesnay be large, because IP frag-
mentation only works well in practice up to a limited datagraize. SST subsumes both the TCP
stream and UDP datagram abstractions by enabling the applicto create and manage many
fine-grained streams easily and efficiently, creating a negas for each transaction and using
“ephemeral streams” in liu of datagrams. The central charistic of the structured stream abstrac-
tion is a “fork” operation to create new child streams fromeaisting stream.

SSTis inits infancy and will require refinement, more opsied implementation, further anal-
ysis, and integration into the UIA naming and routing prgpat. Structured streams nevertheless
appear to be a promising enhancement to the classic reb#iglam abstraction, in order to better
support the needs of modern, highly interactive applicatimr personal devices. SST's multiplex-
ing of independent lightweight streams onto persistenhibl gives applications the flexibility to
match their use of streams to their natural structure amga@tion granularity, avoiding the start-up
delays and serialization imposed by TCP and the datagraisiitations of UDP.
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9.5 NAT Traversal

One of the UIA routing layer’s functions is to provide comnizaiion between personal devices that
are behind (the same or different) NATs. Although the UlAtiog layer can address this require-
ment generically by forwarding all application traffic tiigh a well-connected intermediary, more
efficient solutions are often available to this special ¢gaghe form of NAT traversal techniques.

Hole punching is a general-purpose NAT traversal technifaedoes not require any explicit
communication with the NATs involved. As long as the NATsdlwed meet certain behavioral
requirements, hole punching works consistently and rbptist both TCP and UDP communica-
tion, and can be implemented by ordinary applications witepecial privileges or specific network
topology information. Hole punching fully preserves thagparency that is one of the most impor-
tant hallmarks and attractions of NAT, and works even withtiple levels of NAT—though certain
corner case situations require hairpin translation, a N&sfidre not yet widely implemented. Now
that many of the “P2P-friendly NAT behaviors” describedhistthesis including hairpin translation
are being standardized as part of the IETF’'s BEHAVE workirgug [118], we might hope that the
percentage of NATs that support hole punching effectivaliygrow in the future.

9.6 Possible Barriers to Adoption

An important pragmatic consideration for any significantgw networking architecture such as
UIA is what barriers to adoption the new architecture isllilencounter in any attempt at large-scale
deployment. While we make no attempt in this thesis to explbis complex issue exhaustively, it

is worth briefly enumerating some of the most likely deployinzhallenges. These challenges may
be organized into three categories: technical, economat palitical.

9.6.1 Technical Barriers

There are of course many technical challenges to migrakisgimg operating systems and Internet
protocols to support a new networking architecture like |48me of which have been discussed
already throughout this thesis. In particular, the fact th affects multiple architectural layers
means that various parts of the network protocol stack liglealed to be changed to effect a clean
and complete migration, and such changes in practice ndeelitccrementally deployable one de-
vice (or even one application) at a time without breakingfioperability with existing, “legacy”
systems, in order to see widespread use in the real worldciinent UIA prototype takes consid-
erable effort to address these incremental deploymeniecigas, but additional issues remain.

Operating System Modifications: The current UIA naming and routing prototype is designed
to be installed at system level and operate transparenthppdications, but deploying operating
system extensions at least require the user to have adrativietprivilege. Many users in practice
do not have administrative privileges on at least some ofithehines they use regularly, however,
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such as their work PCs. An implementation of the UIA naming mouting layers that can be linked
into and distributed with particular applications, opemgtentirely in user space like the prototype
SST transport library already does, could help addresd#niser to adoption, but would bring with

it additional technical challenges such as making multiglla-enabled applications in one system
cooperate coherently with each other.

Heterogeneity of Devices and Operating Systems:In pursuing the goal of portability across
various operating systems, the current UIA naming and mgyprototype is not as well-integrated
into any particular operating system as it needs to be fa ebisistallation and use by nontechnical
users, but cleanly integrating UIA into each of the many papoaperating systems used in modern
personal devices—especially small mobile devices suchastphones and Internet tablets, which
run a wide variety of embedded operating systems—is likelgd a major engineering challenge
requiring the support of the vendors of those devices.

Prevalence of Firewalls and NATs: While UIAs overlay routing layer is designed to support
peer-to-peer communication between personal devicetelbtehind firewalls or NATSs, using traf-
fic forwarding or NAT traversal techniques as appropriate, touting layer still depends on the
existence osomeUIlA-enabled devices that are not behind NATs or highly fette firewalls, in
order to provide those forwarding or NAT traversal rendesveervices. If the prevalence of NATs
and firewalls continues to increase, however, there may e@nough non-NATted UIA devices
within a user's nearby social neighborhood to provide tHesgarding or NAT traversal services
to the other devices, forcing UIA (and all other networkingtatectures and applications oriented
around peer-to-peer communication) into increasingmeézon centralized servers to provide these
forwarding and NAT traversal functions. Such a developnventild not prevent the deployment
of UIA—the routing layer's “default peer” mechanism (Secti3.2.1) could make use of central
forwarding/rendezvous services provided by a device nsantufer or software vendor, for exam-
ple, or a user’'s accounts in UIA-aware online services caatdas “virtual UIA devices” providing
forwarding and rendezvous for the user’s “real” devicestdhigh effective reliance on central
servers due to the scarcity of “first-class” UIA devices magermine the fault tolerance and dis-
connected operation benefits of UIA's fully decentralizegign.

9.6.2 Economic Barriers

While surmounting the above technical barriers is probablssible, the amount of work it will re-
quire implies that such a project would eventually have ¢eiree support and funding from a variety
of market players, such as the manufacturers of personaeate\and the vendors of the operating
systems and applications that run on them. On the positiles lere is clearly a lot of hardware
and software vendor interest in improving the power and loitipas of the networking features
in the personal devices they sell, including peer-to-peaning and communication features, as
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evidenced by commercial initiatives such as Apple’s Mdgeservice [13] and Microsoft’s Live
Mesh [160].

On the negative side, however (and equally evidenced bybibvesexamples), market incentives
often tend to favor “vendor-specific walled garden” apphess; in which devices manufactured by
or running software written by one vendor work well togetbhat do not easily interoperate with
those from other vendors. To be maximally useful, a persdegice connectivity architecture
like UIA will ultimately require support across a wide vasieof devices and operating systems.
Achieving such interoperability will in turn require staards development activity supported by
many device and software vendors in the industry, and tHagiless of vendors to engage in such
standards activity may in turn hinge on the existence ofangtiand vocatlemandfrom users for
standards-based, cross-device, vendor-neutral perdewviak networking.

Another possible economic roadblock to the widespreadogeptnt of a decentralized archi-
tecture like UIA is the common preference of device and saféavendors for relying on centrally
managed services located in data centers and under fuliotaftthe vendor. From the vendor’s
perspective, such services have two important advantagesiecentralized services running partly
on customers’ devices. First, the vendor always has fultrobof the data center servers running
the centralized service, and can for example roll out softwgogrades all at once without having
to worry about maintaining backward compatibility with amigrary number of prior software ver-
sions that may still be running somewhere on some customevise. Second, a centralized design
gives vendors greater access to their customers’ infoomatind activities, which they often like to
leverage for targeted advertising and other purposes. lattés advantage from vendors’ perspec-
tive of course may create secrecy and privacy issues froroustemers’ perspective, so customers
that are particularly concerned with privacy may prefer en@idecentralized connectivity architec-
ture like UIA.

9.6.3 Political Barriers

Finally, associated with the above “centralized versugdgalized” tension is the ongoing political
debate on the privacy rights of individuals versus the desfrgovernments to monitor personal
communications for law enforcement purposes. UIAs aegttiire is based on the idea that an
individual should be able to use his personal devices to canicate freely with each other, and
with the devices of his friends and associates, via secugetpegpeer communication channels that
are cryptographically authenticated and privacy protbtdeprevent eavesdropping or interference
from third parties or intermediaries within the network.

Although Western democratic systems have in theory gdgenpheld individuals’ rights to
engage in private communication of this form, until a fewngeago strong encryption technolo-
gies were export-controlled in the US [125] and even banmtitledy in France [195]. While the
laws pertaining to use of strong encryption were liberaizebstantially due to their usefulness
for e-commerce, and this liberalization did not specificdlistinguish between “peer-to-peer” and
“customer-vendor” communication, there is no fundameraakon legal regimes coutut distin-
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guish between these different uses. It is not clear thaetisethe same level of economic power
backing the preservation of the right to private peer-terggmmunication as there is backing the
right to private customer-vendor communication: in fa& tbng series of severe anti-piracy laws
passed in the last decade in the US and elsewhere under tiadatlarge media companies, as
part of their war against online file sharing, suggests tapposite is likely to be true. Thus, al-
though the private peer-to-peer communication capadslitirovided by a connectivity architecture
like UIA are theoretically neutral to any particular (leguailillegal) use, the desires of both govern-
ments and large economic powers to monitor peer-to-peeneoritations for their own respective
purposes could ultimately represent a major politicalibato the widespread use and deployment
of an architecture like UIA in the long term.

9.7 Future Work

Although the results of this thesis suggest that the Unmedhaternet Architecture provides a
promising approach to managing and globally connectinggrexl devices, many avenues for future
work remain, some of which are briefly highlighted in thistsat

9.7.1 Naming

The UIA naming system currently operates only at the graitylaf personal groups and devices,
but for many applications what the user cares about dirésthot devices but logicalistributed
applicationsor services[20]. If Alice makes a voice call to Bob, for example, she ntighefer
her voice application to figure out automatically which oftBodevices he is currently reachable
at, as in the Mobile People Architecture [150] or Universaddx [190], instead of her having to
name a specific device as the target of the call. In other wdéditse wants to invoke Bob’s logical
voice communicatioservicerather than a particular device, leaving the service iteefhianage its
own distributed operation across Bob's personal group.l&\thshould already be possible to build
such distributed services atop the current UIA mechanishasseparate layer, exploring the details
of how such services would operate and how they might be meahly integrated with the UIA
naming paradigm represents a compelling direction forréutasearch.

UIA's personal naming system is designed to coexist with N8 support the concurrent use
of UIA's personal names and DNS’s global names, but UIA andsNrrently use different name
resolution mechanisms: while DNS uses a client/servedutisn protocol with limited caching,
UIA relies on optimistic replication of name records. It mag, however, that a single name man-
agement and resolution protocol supportingpatinuumof state replication policies, between com-
pletely uncached and completely replicated, could beseste requirements of both global and
personal naming. Developing a clean, next-generationfiagthhaming protocol” of this kind that
supports both personal and global names effectively, wighmitting a smooth transition from the
legacy DNS protocols, may require considerable additieffalt. Such a naming protocol might be
able to support both UIA-style personal names and DNS-gtgleal names at once, however, which
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would both reduce barriers to UIA's adoption, since the geaisn’t “just for personal names” any-
more, and provide the responsiveness benefits of UIA's gpdssted namespace synchronization
model to the resolution of global names as well.

UIA currently provides no read access control for its naraesp, only write access control
via group ownership. Users may wish to hide certain names) a8 links to business partners,
from view of the general public, or limit visibility of devés at work to business colleagues while
allowing family members to see devices at home. One difffcultproviding read access control
in UIA's highly decentralized environment is that devicggpear to require read access to a group
merely in order to determine who owns it for access controppses, which may effectively limit
the usefulness of read access control. In order for Alic€gdPauthenticate a change record Bob
writes on his laptop to their shardthot oCl ub group, for example, Alice’'s PC (and any other
device that wishes to read this group) must be able to rea Bebsonal group to verify that Bob’s
laptop is indeed an indirect owner allowed to writeRimot oCl ub.

The UIA naming daemon currently assumes that groups ard antithange infrequently, so
that it is reasonable for devices always to gossip entiragg@nd store change records forever (or
until the device is replaced or the user’s account wipedg ddcthing-based remote name resolution
protocol described in Section 2.3.6, which the currentqiypte does not yet implement, should
complement the current prototype’s gossip mechanism loyvalh devices to resolve names in
large or rarely accessed groups held on other devices witleplicating the entire group. Using
caching instead of replication for some groups comes at mstan availability, of course, since it
is no longer guaranteed that the required name recordsel/hilable if all the owners of a remote
group are unreachable.

The current design also may not yet adequately addressdataajrstate buildup of name records
over long periods of time. A potentially useful modificatitmthe current design would be for a
UIA device to keep a separate log for each group or seriesgartthge collect logs of groups the
device does not own and has not accessed recently. A statkpdiet mechanism might similarly
enable devices to garbage collect old change records fapgrhey own.

UIA currently assumes that groups are owned by one personf@w gpeople managing the
group by consensus: any group owner can modify the grouppwittestriction. Users may wish to
configure groups so that changes require approval from phaildiistinct owners, or to make some
owners more “trusted” than others. Treating a PC locked up dlata center as more trustworthy
than a laptop or cell phone could eliminate the risk of owhigrglisputes if the mobile device is
stolen, for example. The user would have to think ahead arfdrmpe more manual configuration,
however, and the consequences might be worse if the tru§tésl fompromised.

As pointed out in Section 2.3.3, UIAs current naming andomtion model can handle the
immediate re-keying of a device due to key compromise orrétga obsolescence, but to support
smooth, gradual key or algorithm retirement it may be ustfudllow a device to have multiple
EIDs at once during some “key transition period” after idoing a new EID but before revoking
the old one. There may be other reasons as well to allow a@évibave multiple EIDs at once:
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so that the device can maintain a collection of keys with armdity of cryptographic algorithms or
key strengths, for example, allowing the user to pick anritlgm or key strength appropriate to
the security requirements of a particular application encwnication session. The current naming
system would interpret the presence of two device name dea@ferring to different EIDs as a
name conflict, and thus would need to be modified to supporipfIEIDs per device. One way to
support this feature would be to allow the “target” field ofevite name record to contain BiD set
instead of just one EID. Another approach would be to reyappp's personal group management
algorithm at the “intra-device” level, so that a “personalige” is no longer an atomic entity but
is itself treated as a “group of keys,” and keys can be addedwoked according to mechanisms
analogous to those UIA currently uses to add or revoke devitthe user’s personal group.

As an alternative to the digital signature algorithm withiethUIA normally signs hamespace
change records, we are experimenting with incorporatinmpéd [144], a security framework based
on proof-carrying authentication [10], into the UIA perabnaming model. In Alpaca, instead of a
signature, a change record contains a structpredfthat the record’s meaning (e.g., “resolve name
z to EID y") has been endorsed by the group owner. Proof-carryingeatittation enables new
types of proofs to be created and deployed without changiegerifier's code. We have used this
mechanism to create a UIA group whose records are certifiddIis central X.509 certification
authority (CA), so thatl i ce. mi t securely maps to the person the MIT CA has endorsed as
al i ce@n t . edu even though UIA contains no explicit code to check X.509ifieates. Since
UlA's goal is to provide a fully decentralized network aneuture, proof-carrying authentication
furthers that goal by enabling decentralized developménéew infrastructure features.

9.7.2 Routing

The routing schemes explored in this thesis indicate skatlteainative approaches to implementing
the routing layer of the architecture, none of them can beidened the last word in routing for UIA,
and determining the best routing protocol design and dpigdoit into a solid, widely deployable
implementation remains for future work. It is possible tteg best routing layer design may result
from a combination of ideas from the routing schemes exgltsexe: for example, leveraging the
naming layer’s social network for security and efficienthjimthe current social routing scheme, but
doing so in the context of a larger scalable distributedctting like those explored in the Identity
Hash Routing and Compact Routing schemes.

Social Routing Improvements

Apart from major new algorithmic work on UIA's routing algtihms, the routing layer’'s search
algorithm could be improved incrementally in many ways,hsas by using additional hints from
the naming layer to improve its performance. To lodaspt op. Charl i e. Bob. Al i ce, for
example, the router might first locate some device belongrBpb and ask that device to locate
| apt op. Charlie. Also, the social routing protocol does not yet, but shoutthlement the
NAT traversal optimizations described in Chapter 5.
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Forwarding Protocol Limitations

The routing layer currently uses SSL over TCP for all UIA cectivity, including for tunneling the
UDP datagrams of legacy applications. Although the pr@@erouter implementation benefitted in
the short term from the maturity and portability of SSL, thewidside of using SSL over TCP is
that it unnecessarily serializes all upper-level protdcaffic into one stream, creating head-of-line
blocking problems in which one dropped packet delays dfi¢rdogically related or not) behind it
in the SSL stream. This serialization does not cause signifigroblems for many applications such
as HTTP [78] and SSH [172], but currently prevents the UlAptype from being usable for delay-
or jitter-sensitive applications such as audio/video eogficing. The best solution would be to use
the new structured stream transport described in ChapterlAs secure forwarding substrate
for the overlay routing layer, and not just as a transportqua to support applications. Another
alternative would be to use DTLS [200], an adaptation of S8LLfDP; or to use IPsec [130-132]
abovethe overlay routing layer.

When forwarding traffic across multiple UIA devices, theting layer currently encrypts and
authenticates traffic both hop-by-hop and end-to-end, lwisiinefficient but provides strong secu-
rity. We intend to make hop-by-hop protection optional ia thture.

Legacy Application Support

UIA's legacy application interface currently cannot pideieach user of a multi-user machine with
a fully separate TCP/UDP port space for its own EID, becaheekernel’s protocol stack offers

no way to ensure that only a particular user’s applicatiars lwind a socket to the device-local IP
address representing that user’s EID. Thus, without enhaiiee kernel’s transport protocols, only
UlA-aware applications can make full use of personal EID$xing this issue requires changes to
kernel-level code and is thus less portable.

9.7.3 Transport

Some optional extensions to the SST wire protocol presentehis thesis may be desirable for
certain purposes, which could be negotiated at channep siwhe. A payload chunking similar
to SCTP’s could allow transmitters to bundle several sntedlasn-level segments into one packet
for more efficient use of the network, in media stream trugldnenarios for example. A payload
padding option as in IPsec’s ESP could help protect agaiaffictanalysis. Some congestion con-
trol algorithms requiring cooperation between sender aediver may similarly be negotiated at
channel setup time.

The field sizes in the SST header format defined allow a hosirtd sp to abou??? packets in
one round trip time, to create abait' new streams per round trip to send ab2tt bytes of data
immediately on a new stream before receiving the resposideknowledgment, and to send about
230 pytes of data per round trip on an established stream (the sanTCP’s maximum window
size). While these limits should be ample enough for commopgses, extremely high-bandwidth,
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high-latency networks might benefit from a negotiable ed¢éehheader format with wider fields to
support larger windows.

SST's stream hierarchy provides an obvious potential affinith hierarchical scheduling al-
gorithms such as Hierarchical Fair Queuing (HFQ) [111],rbtiehical Packet Fair Queuing (H-
PFQ) [28], and Lottery Scheduling [257], suggesting a senplwerful, and flexible method of
ensuring fairness among an application’s concurrent comication activities. The naive approach
of matching the scheduling hierarchy exactly to the heaggistream structure may be inadequate,
however, because an activity that was started for one reaggitt be continued for other reasons. In
a tabbed web browser that concurrently downloads sevetalpages, for example, a low-priority
web page might commence downloading a certain image thaheaseb browser only later dis-
covers, a high-priority web page also needs. If the imagentmd stream'’s scheduling priority is
based only on its original context as a child of the low-ptjoweb page, but the high-priority web
page needs to the image in order to complete, then a clagsittypinversion scenario results. Thus,
a mechanism may be needed to allow scheduling contexts tgrmedcally “transferred” within
the hierarchy, or better yet, to allow a stream to be “multied” and given several parent streams
for scheduling purposes.

Finally, it is easy to envision SST's stream attachmentatgnent, and migration functionality
being extended to support features such as streams thatecsistpacross long-term disconnec-
tion [223] or reboots of either endpoint, or streams whosipemts can migrate from one endpoint
to another, reminiscent of distributed capabilities [8,883, 241].

9.7.4 Other Features

While UIA focused on naming, routing, and transport, theee raany other functional areas that
bear reconsideration in terms of the requirements of mogersonal devices, especially under the
additional challenging demands of UIA's philosophy of fidicentralization. Some important topics
that the current UIA design currently leaves untoucheduihe!

e How to replicate and synchronize not just namespace stdtaldm application-level data
across personal devices in a fully decentralized modelUilds.

e How to support the naming not only of devices and groups oersisbut alscserviceseffec-
tively, where a logical service might be distributed acresgeral devices in an application-
specific fashion.

e How best to allow new applications to interact with UIA forrposes of making security
decisions, such as supporting access control policieguslA names, and the potential
security risks of doing so.

Inevitably, UIA can be said to have barely scratched theasexf
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